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Influence of structural disorder on magnetic domain formation
in perpendicular anisotropy thin films
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Using a combination of resonant soft x-ray scattering, magnetometry, x-ray reflectivity, and microscopy
techniques we have investigated the magnetic properties and microstructure of a series of perpendicular anisotropy
Co/Pt multilayer films with respect to structural disorder tuned by varying the sputtering deposition pressure. The
observed magnetic changes in domain size, shape, and correlation length originate from structural and chemical
variations in the samples, such as chemical segregation and grain formation as well as roughness at the surface
and interfaces, which are all impacted by the deposition pressure. All samples exhibited short-range “liquid-like”
positional ordering over significant portions of their major hysteresis loops, while only the lowest disorder
samples showed evidence of a random “gas-like” distribution of magnetic domains, present just after nucleation
as well as prior to saturation. The structural and chemical disorder induced by the higher deposition pressure first
leads to an increase in the number of magnetic point defects that limit free domain wall propagation. Then, as the
sputtering pressure is further increased, the domain wall energy density is lowered due to the formation of local
regions with reduced magnetic moment, and finally magnetically void regions appear that confine the magnetic
domains and clusters, similar to segregated granular magnetic recording media.
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I. INTRODUCTION

Perpendicular anisotropy magnetic thin films can exhibit
complex domain structures due to the competition between
short-range and long-range interactions. Magnetic domain
patterns include highly ordered labyrinths, bubbles, fractal
patterns, and many more variations. The different shapes
and geometries of the domains are greatly influenced by
the degree of lateral magnetic heterogeneity in the system
caused by chemical and structural variations present within
the thin film itself. In addition to ferromagnetic systems,
competing domains are also found in many other areas of
science. Labyrinth, stripe, and bubble domains1 have been
observed in a large variety of systems and at many different
length scales. These include synthetic antiferromagnets,2

ferrimagnetic multilayers3 and garnet films,4 nanoscale self-
assembled systems,5 ferroelectrics, smectic and lamellar
phases of liquid crystals, ferrofluids, block co-polymers,
and more. In the case of magnetic systems, the disorder
can often be directly attributed to structural and chemical
disorder through pinning sites, static frozen random fields,
magnetic voids, and variation in the lateral magnetic exchange
coupling.

While such magnetic domain patterns are interesting in
their own right, understanding the character of microscopic
magnetic domains is of vital importance to magnetic data stor-
age technology. Co/Pt and similar multilayer films represent
some of the best and most frequently studied model systems
with perpendicular anisotropy.6–13 Yet at times surprising gaps
in our understanding are uncovered regarding widely accepted
magnetic phenomena.14–16

Here we present an investigation of the effects of structural
and chemical disorder on the lateral intergranular magnetic
exchange, and therefore on the magnetic domain structure, in
a series of Co/Pt multilayer samples with perpendicular mag-
netic anisotropy. The disorder is brought about by increasing
the sputter growth pressure17 of the Co/Pt multilayers during
deposition and has direct effects on the magnetic reversal
behavior and microscopic magnetic domain formation. The
disorder itself is manifest in an increased surface and interface
roughness as well as an increased degree of lateral chemical
and structural heterogeneity within the magnetic thin film.
This lateral heterogeneity can evolve from simple impurities
and point defects that act as nucleation or pinning sites to the
formation of a distinct reduced or nonmagnetic grain boundary
phase in between the magnetic grains.

184428-11098-0121/2013/87(18)/184428(17) ©2013 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.87.184428


M. S. PIERCE et al. PHYSICAL REVIEW B 87, 184428 (2013)

This investigation draws upon several complementary
experimental techniques: resonant soft x-ray scattering, x-ray
reflectivity, and magnetometry. Additional insight into the
interplay of chemical structure and magnetic domains was
obtained by atomic force microscopy (AFM), magnetic force
microscopy (MFM), and transmission electron micorscopy
(TEM). Resonant scattering from the transition-metal L edge,
which couples the electron states and photon polarization,
is capable of directly probing the magnetic character of
thin films7,8,10,22–24 and related samples.25–27 Variations in the
application of this mechanism continue to produce powerful
new magnetic characterization techniques.28–30

In our studies, we found all samples to exhibit magnetic
domain patterns with short-range magnetic ordering along
significant portions of their respective major hysteresis loops.
However, our low-disorder (low deposition pressure) samples
showed dilute phase regions shortly after nucleation, and just
prior to saturation, with little or no short-range ordering.
From our scattering images we have been able to extract
the ensemble-averaged domain widths and correlation lengths,
and study how they depend on the externally applied field. By
combining our x-ray scattering results with magnetometry data
we were able to extract the average individual up and down
domain widths as they depend upon the applied magnetic field.
Additionally, TEM was used to examine the two extremes
of our samples (highest and lowest deposition pressure),
clearly showing the presence of physical grain boundaries in
the high-disorder (high deposition pressure) sample and the
absence of those features in the low-disorder sample. We show
below how the growth pressure affects the amount and kind
of disorder in the films and subsequently how this structural
disorder impacts the magnetic properties of the samples.

II. SAMPLES AND STRUCTURAL CHARACTERIZATION

Symmetry considerations at interfaces have long been
understood as a mechanism to drive perpendicular magnetic
anisotropy.31 The magnetic properties of multilayer thin
films,32 among them Co/Pt,33,34 are known to depend upon
microstructure, chemical segregation, and other effects intro-
duced at the time of sample deposition. Previously we have
explored the magnetic memory effects of these samples and
many of these experimental details are already published.19,20

In this section we revisit and summarize the essential findings
of the previous studies, but incorporate new, additional
structural characterization results not previously published.

Our thin-film samples were grown on smooth, low-stress,
160-nm-thick SiN membranes by magnetron sputtering. The
samples had 20-nm-thick Pt buffer layers, and 2.3-nm-thick Pt
caps preventing oxidation. Between the buffer layer and the
cap, the samples had 50 repeating units of a 0.4-nm-thick Co
layer and a 0.7-nm-thick Pt layer. While the six samples had
nominally identical multilayer structure, they were grown at
different argon sputtering pressures to vary systematically the
degree of disorder in the samples. During growth, we adjusted
the deposition time to keep the Co and Pt layer thickness
constant over the entire series.17 The samples were grown
at six different pressures: 3, 7, 8.5, 10, 12, and 20 mTorr.
We identify each sample based on its growth pressure. AFM,
x-ray reflectivity, and magnetometry results for the complete

pressure series as presented in earlier publications19,20 are
summarized in Fig. 1. We will re-discuss these earlier
findings in the following sections, while incorporating new and
additional experimental data and results, in order to complete
our understanding of structural disorder formation originating
from deposition pressure variation on the one hand and its
impact on magnetic domain formation on the other hand.

A. X-ray reflectivity and diffraction

After the initial x-ray reflectivity (XRR) measurements with
Cu Kα radiation, as shown in Fig. 1, we decided to collect
higher resolution reflectivity data using Co Kα radiation for
fitting the pressure-dependent changes in our samples. The
higher resolution XRR data (an example is shown in Fig. 2 in
the middle graph) for each of the films was then modeled in 5
groups of layers or lamella segments, sandwiched between
the Pt seed and Pt capping layer using the BEDE REFS 4

analysis package.35 The general XRR fitting model used here
is illustrated and outlined in the top panel of Fig. 2. Instead
of treating every multilayer repeat individually, we introduced
lamella segments in order to significantly reduce the number of
parameters required for a reasonable fit. As shown in the figure,
this model still requires 36 free parameters. Each lamella
segment contains 10 repeat layers of Co/Pt, where the Co
and Pt layer thickness and roughness were held fixed within
each segment. Specular XRR cannot easily separate roughness
from intermixing at the interfaces. However, simple bilayer
Co/Pt laminate models showed much lower Pt and higher Co
densities in the laminate by nearly 20% from that found in
the Pt seed and capping layers or thicker Co layers, indicating
significant Co/Pt intermixing. As such, an interfacial layer was
added for each Co/Pt repeated layer in an attempt to describe
Co atom intermixing into existing Pt surfaces within each
lamella segment in the model presented here. The density of the
Co, Pt, and interfacial CoPt layer, as well as the thickness of the
CoPt interlayer, were each fitted to one respective value that in
our model was used for the complete multilayer. However the
Co and Pt thickness as well as the Co, Pt, and CoPt interlayer
roughness were held fixed only within each segment, but were
allowed to vary across the 5 different lamella segments that
form the complete multilayer structure in order to describe
the thickness and roughness evolution with increasing stack
thickness or deposition time. It was necessary to include this
type of lamella segment–XRR modeling in order to describe
the experimentally observed changes within the reflectivity
profiles, i.e., the broadening and disappearance of both the
repeat layer superlattice peak around 8.1 degrees and the
interference fringes as evolving with increasing deposition
pressure. While we observe some variation in the Co and
Pt layer thicknesses that lead to multilayer repeat variations
from 0.93 to 1.2 nm for the different lamella segments, we
do not obtain a systematic trend in Co, Pt, or multilayer
period thickness with increasing deposition time as we form
the multilayer stack.

In the lowest disorder 3 mTorr sample, the superlattice
peak is clearly visible, corresponding to a well-defined layer
thickness of 1.09 nm ± 0.05 nm. For all pressures explored
here the superlattice peak remains at the same position within
these error bars, which is also consistent with all the average
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FIG. 1. (Color online) AFM, x-ray reflectivity, and magnetometry data measured for the 6 pressure series samples. The AFM images show
the sample surface becoming increasingly rough due to the formation of distinct grains as the sputtering pressure increases. In order to have a
good comparison among different pressure samples all AFM images were taken with the same AFM tip and have the same vertical height color
scale. The reflectivity curves, obtained using Cu Kα radiation, reveal an increase in surface and interface roughness, as well as the disappearance
of the multilayer super structure peak with increased deposition pressure. Both the AFM and reflectivity data were used to determine the overall
surface roughness of the samples. The MOKE hysteresis loops, measured in perpendicular geometry, show a continuous increase in coercivity
with a change in hysteresis loop shape occurring between 7 and 8.5 mTorr.

multilayer periods obtained from the fits within our model. For
the 3 mTorr sample the superlattice peak has already broadened
from a perfect multilayer by small thickness and roughness
changes among the collective lamella segments.17 However,
in the more disordered samples the superlattice peak broadens
even further, indicating higher interfacial roughness and/or in-
termixing of the Co and Pt laminate layers.36 The intermediate-
frequency fringes present in the low-disorder samples are
from the Pt seed, and the high-frequency fringes are from the
combined thickness of the Pt cap, Pt seed, and Co/Pt multilayer.

Using the lamella segment model described above and
illustrated in the top of Fig. 2, it was possible to refine
the reflectivity data and extract the roughness depth profiles
for the various deposition pressures. Shown in Fig. 2 is an
example of the fit of the 3 mTorr sample reflectivity (middle)
and the comparison to the extracted interfacial roughness
for all the samples (bottom). For the two lowest deposition
pressure samples, the roughness is found to be relatively small
throughout the multilayers. The 8.5 and 12 mTorr37 samples
show an increase in roughness throughout the multilayer
structure, but not yet evidence of strong CoPt interalloying,
thus maintaining the characteristics of the multilayering. From
large-angle x-ray diffraction analysis we find that the Co/Pt
laminate and Pt seed/capping layer strain increases with
deposition pressure, until a point is reached at 20 mTorr
where the laminate cannot maintain a (111) growth texture
anymore and it is energetically favorable to grow in a more
randomly oriented relaxed polycrystalline structure. At this

point the XRR modeling shows a more conformal roughness
of this albeit very thin interfacial layer accompanied by an
almost complete loss of the superlattice peak intensity. This
results in a relaxation of the Pt seed/cap strain approaching
again the same strain state as originally observed at low
deposition pressures, whereas the Pt laminate still retains
some pressure-induced growth strain. The multilayer structure
is almost not recognizable anymore even though the system
maintains overall perpendicular anisotropy. It is worth noting
that the behavior of the surface roughness parameter extracted
from the reflectivity is consistent with the independent atomic
force microscopy (AFM) measurements across the pressure
series, thus confirming independently the validity of our
reflectivity lamella segment model. Both techniques, AFM
and XRR, yield a surface roughness evolution that increases
by a factor of 3 from the lowest deposition pressure 3 mTorr
sample to the highest deposition pressure 20 mTorr sample. All
AFM values are listed in Table I. While the relative roughness
trends of AFM and XRR analysis across the pressure series
match very well, absolute XRR roughness values are about a
factor of 2 larger than corresponding AFM values. This may be
due to the fact that AFM measures physical surface roughness
only, while XRR also measures density variations towards the
surface due to intermixing, grain formation, or relaxation. In
that sense the XRR roughness is always expected to be larger
than the corresponding AFM roughness.

In addition to the small-angle reflectivity measurements we
also performed large-angle x-ray experiments to monitor the
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FIG. 2. (Color online) Shown at the top is an illustration of the
model that was used for fitting the XRR data with a total number
of 36 free parameters. In the middle panel we display a fit to the
3 mTorr reflectivity data as obtained from the model shown above. The
bottom panel shows the corresponding roughness profiles extracted
from the reflectivity data for different deposition pressure samples.

crystalline microstructure changes via analysis of the Bragg
reflections for the various deposition pressures. Corresponding
results collected with Cu Kα radiation are presented in Fig. 3,
where we display the Bragg reflections as obtained from the Pt
seed layer and the Co/Pt multilayer. Both layers are dominated
by a Pt face-centered cubic (fcc) structure with their closest
packed (111) direction oriented out-of-plane. As expected
the Bragg position of the Pt seed layer matches very closely
the Pt bulk lattice parameter, while the Bragg position of the
Co/Pt multilayer is shifted to larger angles, i.e., smaller lattice

TABLE I. Co/Pt sample characteristics.

Samplea σrms
b Ms

c Hn
d |Hc|e |Hs |f

3 0.48 1360 1.58 0.16 3.7
7 0.57 1392 0.64 0.68 5.0
8.5 0.62 1136 1.68 1.42 5.5
10 0.69 1069 1.45 1.87 6.5
12 0.90 1101 1.23 2.74 9.5
20 1.44 918 -1.81 5.89 14.2

aGrowth pressure, mTorr.
brms surface roughness from AFM, nm.
cSaturation magnetization of Co, emu/cm3.
dNucleation field, kOe, from positive saturation.
eCoercive field, kOe.
fSaturation field, kOe.

spacing, due to the Co interlayers within the multilayer. With
increasing deposition pressure both Bragg peaks shift towards
larger angles, thus indicating the buildup of tensile lattice
strain in the out-of-plane direction. However when increasing
the deposition pressure beyond 12 mTorr towards 20 mTorr
the stress built up within the multilayer is suddenly relaxed
(multilayer Bragg peak shifts back to smaller angles) as the
(111) texture is lost completely due to the reduced kinetic
energy available of the arriving atoms at high deposition
pressure.38 This is confirmed by comparing rocking curve
profiles of the 3 and 20 mTorr samples in the inset of Fig. 3
that clearly show a transformation of a well-textured fcc (111)
multilayer at 3 mTorr into a polycrystalline layer structure at
20 mTorr deposition pressure.

B. Transmission electron microscopy

TEM is a well-established technique for examining
nanoscale objects including magnetic structures39–41 that is
quite complementary to the x-ray characterization presented
in the previous section. For our studies we used the Rochester
Institute of Technology NanoImaging Laboratory TEM facil-
ities. Prior to imaging the samples were etched by floating on
KOH solution to remove the substrate and base layer. Etching
times were varied from 15 minutes to 3 hours to ensure that
the results would be independent of the etching time.

Representative plane-view TEM images are shown in
Fig. 4 and clearly demonstrate the existence of distinct grain
boundary phase formation in the 20 mTorr sample that is
not present in the 3 mTorr sample. The bright areas within
the 20 mTorr sample are regions of relatively high electron
transparency in between the grains with an average width
of ∼10 nm. Elemental analysis of the 20 mTorr sample
using energy-dispersive x-ray microanalysis did not reveal
any significant chemical compositional phase separation at the
boundaries. Instead the boundaries, while substantially less
dense or thinner than the surrounding grains, contained the
same relative composition ratio of Co and Pt. The 3 mTorr
sample does show significant grain structure as well; however
the grains are here uniformly distributed and do not have
a specific lower density boundary phase in between them.
It is possible that etching, while appearing relatively time
independent, does effect the samples differently. While the
images were collected with the same instrumental contrast,
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FIG. 3. (Color online) Large-angle Bragg profiles for the various
deposition pressures are shown in the top panel. The Pt underlayer
and the Co/Pt multilayer reveal a strained FCC (111) out-of-plane
orientation. The lower left panel compares Co/Pt multilayer rocking
scan profiles of the 3 and 20 mTorr sample and confirms the
gradual loss of FCC (111) out-of-plane texture towards a completely
polycrystalline structure as the deposition pressure is increased. The
intensity increase for the 20 mTorr rocking curve at ±15 degrees
is due to Bragg reflection tails that originate from the Si substrate.
The lower right panel shows the residual in-plane strain of the Pt/Co
laminate and Pt seed/cap layers for the samples as a function of
deposition pressure. The strain increases in the samples from 3 to
12 mTorr and then relaxes for the 20 mTorr sample due to a loss of
the (111) texture.

differences in the apparent contrast could be due to differences
in thickness at the time of TEM measurement.

The presence of the elongated low-density structures in the
high-pressure 20 mTorr sample and the corresponding absence
of such structures in the 3 mTorr samples confirm the formation
of a grain boundary phase with reduced Co/Pt multilayer
density and thus reduced or even vanishing magnetization
density as we increase the deposition pressure during sample
preparation. As will be shown below, the resonant soft x-ray
data strongly indicate the presence of nonmagnetic regions in
the high-pressure samples.

III. MAGNETOMETRY AND MAGNETIC
FORCE MICROSCOPY

Prior to the resonant magnetic x-ray scattering, we mea-
sured the major hysteresis loops for all of the samples using
both magneto-optical Kerr effect (MOKE) and alternating
gradient magnetometry (AGM). The major hysteresis loops,

FIG. 4. TEM images for the 3 mTorr (left) and 20 mTorr (right)
samples. The 3 mTorr sample shows structural grains randomly
distributed and in direct contact with each other, without any distinct
grain boundary phase present. The 20 mTorr sample exhibits clear
formation of a distinct grain boundary phase, which contains less
dense material than the surrounding grains.

shown in Fig. 1, exhibit clear changes with increasing deposi-
tion pressure that are related to the increasing structural disor-
der. The two lowest pressure samples show classic, low-defect
thin-film hysteresis curves. They are characterized by both
abrupt domain growth after nucleation and low remanence.
The higher pressure samples show a constant dM/dHApp

slope over the majority of the hysteresis loop and reveal
increasing coercivity as the sputtering pressure is increased.
The macroscopic nucleation, coercive, and saturation fields
for each sample are listed in Table I. Results from microscopic
memory experiments for these samples, as well as additional
details of the magnetometry data, were published previously.20

The detailed magnetic reversal behavior will be revisited in
more detail later in Sec. VI B, when presenting additional
high-resolution magnetic small-angle x-ray scattering data.

We also checked the magnetic domain structure using
MFM at remanence after out-of-plane alternating current (AC)
demagnetization as shown in Fig. 5. The domain patterns
evolve from well-defined labyrinth domains with distinct
contrast to a more disordered domain structure with less well
defined contrast and overall smaller domain size. The reduced
contrast may result from reaching the resolution limit of the
MFM as well as from locally reduced perpendicular anisotropy
due to complete Co/Pt layer interdiffusion and loss of Pt (111)
texture. The difficulty in applying large fields during MFM
limited our measurements to remanence; however the MFM
domain patterns match well with the field-dependent resonant
x-ray scattering data collected at remanence, as discussed in
the following sections.

IV. RESONANT SOFT X-RAY SCATTERING
FROM LATERAL CHARGE AND
MAGNETIC HETEROGENEITY

Several sets of resonant x-ray scattering data near the Co
L3 and L2 edges were collected from this sample series using
different detection schemes and beamlines at the Advanced

184428-5



M. S. PIERCE et al. PHYSICAL REVIEW B 87, 184428 (2013)

3 mTorr                  7 mTorr                  8.5 mTorr 

10 mTorr                   12 mTorr                 20 mTorr 

FIG. 5. (Color online) MFM images for each sample after out-
of-plane AC demagnetization. Each image is 3 μm on a side.

Light Source at Lawrence Berkeley National Laboratory.
One approach used beamlines having high resolution grat-
ing monochromators (high longitudinal coherence) and an
apertured Si diode detector to measure 1D, extended angular
range, radial scans of the azimuthally symmetric transmission
scattering patterns as in Ref. 10. The other used a charge
coupled device (CCD) detector and an undulator beam with no
monochromator (relaxed longitudinal coherence) to measure
the 2D magnetic domain scattering distribution of a more
limited angular area directly around the transmitted specular
beam. The scattering patterns obtained via this approach
exhibit a speckled structure resulting from the use of 35–40
micron diameter spatial filters upstream of the samples to
increase the transverse coherence of the incident beam, as in
Refs. 18–20. Below the results from these two complementary
scattering approaches are presented. Each approach empha-
sizes different aspects of the polycrystalline grain structure
and the magnetic domain structure, and their variation with
pressure and magnetic field.

For both approaches, data were collected using linear inci-
dent polarization that is a coherent superposition of opposite
helicity (orthogonal) circular components. We assume that
only the spherically symmetric charge and first-order magnetic
terms in the scattering factor expansion7 contribute to the
scattering amplitude. Theoretical considerations and experi-
mental results10,21 reveal that intensities measured using linear
polarization contain distinct charge-charge and magnetic-
magnetic contributions, Icc and Imm, respectively, and to a
good approximation lack the charge-magnetic cross-term Icm.
Interpretations below are based on this understanding.

A. Characterizing magnetic and charge contrast
as a function of deposition pressure

Radial scattering profiles measured at the Co L3 edge over
an extended q range at saturation field (HS = 10 kOe) and
at the coercive field (HC) of each sample reveal the relative
strength and spatial frequency distribution of charge-charge
and magnetic-magnetic correlations and how they evolve with

FIG. 6. (Color online) Radial transmission scattering profiles
measured at the Co L3 edge as a function of in-plane scattering vector
at saturation field HS (red) and coercive field HC (blue). Each sample
exhibits a low-q peak originating from the magnetic domains and a
high-q peak originating from structural grains. Data are normalized
to the same intensity scale for comparison. The weak, sharp feature
in the HS curves at q ∼ 0.075 nm−1 is a parasitic scattering peak and
can be ignored (Ref. 42).

growth pressure,10 as shown in Fig. 6. All scans were corrected
for slit size to represent the azimuthally integrated intensity
vs radial q and are normalized to the same scale enabling
quantitative comparison between samples and scans.

At HC magnetic domain scattering is maximized and
all samples reveal strong magnetic intensity peaked at low
q corresponding to the up-down domain periodicity in the
200–400 nm range. The magnetic domain peak moves to
higher q, broadens, and weakens as pressure increases. Finer
trends in the magnetic peak during reversal are discussed below
in Sec. IV B when using a higher resolution CCD detector.

At saturation magnetic domain scattering is minimized
and the remaining intensity results predominantly from pure
charge (or chemical) correlations peaking at higher q values
corresponding to the polycrystalline grain spatial frequency
giving average intergranular spacing ranging from 13–24 nm.
The 3 and 7 mTorr samples exhibit weak charge scattering
peaks consistent with smoother and more continuous films
at this spatial frequency. As the sample growth pressure
increases, the strength of the intergranular peak increases
monotonically by 2 orders of magnitude, while its position
shifts to higher q, reaching a maximum at 10 mTorr before
shifting back to lower q as pressure increases further.

This strong increase in the charge scattering peak with
pressure is a direct measure of the decrease in the chemical
smoothness and continuity of the films. This peak, dominated
by charge-charge intensity, could have contrast contributions
from one or more of the following scattering mechanisms:
surface (or interface) height variation within with the polycrys-
talline grains, low density or even voided grain boundaries, and
chemical segregation at the polycrystalline grain length scale.
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FIG. 7. (Color online) Resonant Co charge (blue, dashed) and
magnetic (blue, solid) and nonresonant Pt scattering factors (red,
solid) used to model the scattering energy spectra. f1 represents
the real part of the scattering factors and f2 the imaginary part as
determined by earlier measurements (Ref. 10).

Each of these charge contrast mechanisms can reasonably be
expected to increase with pressure, consistent with the trends
for the HS profiles in Fig. 6. Further consideration leads to
the realization that each of these charge contrast mechanisms
implies some associated magnetic scattering contrast. Thus
we expect some Imm contribution at the high-q polycrystalline
grain peak at saturation in addition to predominant Icc

contribution. This is evident in Fig. 6 as the scattering vector
from the coercive field is always larger than the corresponding
scattering obtained at saturation, though only by a small
amount when shown on a log scale. While the low-q Imm

contribution at HC results from oppositely oriented domains, at
high q and HS it results from spatial fluctuations in nominally
parallel Co magnetization.

With this understanding we measured energy spectra at
HS for the intergrain peaks in Fig. 6 to quantify the relative
contributions of Icc and Imm, and their variation with increasing
pressure. The measured spectra are displayed in Fig. 8, after
being normalized to a common scale. In addition to increasing
2 orders of magnitude in scattering intensity with sample
growth pressure, the resonant shape evolves in a systematic
fashion as well. Knowing that resonant Co Icc and Imm spectra
have different characteristic shapes, we extend the analysis
of Ref. 10 to model these energy spectra as a superposition
of varying amounts of these two contributions. For this we
use Co resonant charge fCo,c and magnetic fCo,m scattering
factors and nonresonant Pt charge scattering fPt,c as shown in
Fig. 7. These data were obtained by averaging Co transmission
absorption spectra measured with linear polarization of all
samples (they were all nearly identical) yielding the imaginary
part of fCo,c, and measured x-ray magnetic circular dichroism
(XMCD) spectra using circular polarization from one sample

FIG. 8. (Color online) Normalized scattering energy spectra
measured using linear polarization at the intergranular peak of each
sample. Black lines through the data are best fits obtained using the
model for pure magnetic and pure charge scattering as described in
the text.

yielding fCo,m. The real parts of the scattering factors were
obtained via Kramers-Kronig transformation.

In modeling the scattering spectra as a superposition of Icc

and Imm, the shape of the charge scattering term must allow
for uncertainty in the precise charge scattering mechanism
(above) and the evolution of this mechanism with pressure.
Whatever the precise mechanisms we assume only that they
can be described as a superposition of fCo,c and fPt,c scattering
factors as these are the only constituents in the sample. Thus
the charge contribution to the intensity is modeled as

Icc = |XCo,cfCo,c + XPt,cfPt,c|2, (1)

where the weighting factors XCo,c and XPt,c give the strength
of the Co and Pt charge amplitude contributions. Since only
Co contributes to the magnetic scattering we model this
contribution as

Imm = |XCo,mfCo,m|2, (2)

where XCo,m gives the amplitude strength of the magnetic
contrast. We do not constrain XCo,c and XCo,m to be the same,
which effectively allows the Co magnetization to vary relative
to the Co charge as would be the case if Co in certain regions
of the grains has a reduced moment. The scattering spectra are
then described as

I = A(Icc + Imm), (3)

where the overall scale factor A is the same for all samples
since the data are normalized to a common scale.

Modeling proceeds by finding the 2 charge and 1 magnetic
weighting factors that best fit the measured energy spectra for
each pressure. The best-fit models are shown with the data
in Fig. 8 and the weighting factors yielding these models are
displayed in Fig. 9. The model spectra generally fit the data
well, suggesting that this spectral modeling approach can be
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FIG. 9. (Color online) Amplitude weighting factors for Co
magnetic (blue circles), Co charge (red squares), and Pt charge (green
triangles) scattering factor contributions in the pure magnetic plus
pure charge model described in the text. Only the error bars for the
Co magnetic contribution are significant and they grow rapidly with
pressure, indicating that above 10 mTorr any magnetic contribution
is obscured by the more rapidly increasing charge contribution. Lines
connect data points.

used to quantify relative charge and magnetic contributions.
From Ref. 10 we expect the Imm and Icc to exhibit characteristic
unipolar and bipolar intensity features, respectively, at the Co
L3 and L2 lines. The data and fits both reveal a trend from rela-
tively strong unipolar character at low pressure to predominant
bipolar character at high pressure, consistent with relatively
stronger Imm contribution at lower pressures for smooth films
and predominant Icc contribution at high pressures. The refined
weighting factors confirm this trend, whereby XCo,m is stronger
than the charge contributions up until 10 mTorr. At higher
pressures the rapidly increasing charge contributions make it
difficult to discern a distinct magnetic contribution, and no
magnetic contribution is plotted above 10 mTorr where the
error bars become comparable to its value.

The modeling trends indicate that the charge amplitude
increases monotonically by more than an order of magni-
tude across the pressure range, while the magnetic ampli-
tude starts out relatively strong and increases more slowly
before apparently leveling off at 10 mTorr at a value no more
than 3 times higher as compared to the 3 mTorr sample. The
continuous and strong increase in charge scattering amplitude
with pressure is consistent with the increasing roughness as
measured by specular reflectivity and AFM in Secs. II and III,
respectively. While the strong increase in charge scattering
amplitude is unmistakable, it is difficult to distinguish between
the different mechanisms suggested above from the resonant
scattering data alone.

The slower increase with pressure in the magnetic ampli-
tude followed by apparent saturation can be understood using
models in which some portion of the grains, presumably the
grain boundaries, become nonmagnetic as pressure increases.
This loss of magnetism could result either from large density
deficits at the grain boundaries or from composition variations
that would render Co in those regions nonmagnetic. The for-
mation of low-density or even void regions at grain boundaries
are consistent with earlier presented TEM measurements of the
20 mTorr sample. However, regardless of the specific mech-
anism, once the magnetism is sufficiently disrupted in some

region of the grains, the magnetic scattering would converge
towards a constant value, as the magnetic amplitude contrast
is then effectively given by (fCo,m − 0), which cannot increase
any further. Thus the trends in XCo,m suggest a loss of
magnetism that would tend to magnetically decouple or
disrupt adjacent grains, as used for the design of granular
magnetic recording media.43,44 Such a disruption in magnetic
intergranular exchange with increasing pressure has important
implications on the magnetization reversal mechanism and
microscopic magnetic memory as measured in the magnetic
speckle studies from these samples.18–20 In particular, magnet-
ically decoupled grains are expected to exhibit more domain
memory through hysteresis cycles, as the reversal of individual
grains should be more deterministic based on their distribution
of anisotropies, Zeeman energies, and defects that would act
as pinning centers.

B. Resolving fine details of magnetic domain
behavior through reversal

Resonant magnetic scattering at the low-q domain peak
through magnetization reversal cycles provides further insight
into the domain evolution during reversal. As compared to
the previous sections, the results obtained here use a CCD
area detector that provides higher angular resolution for a
more limited q range around the specular transmitted beam,
thus covering only the low-q magnetic domain scattering peak
earlier observed in Fig. 6. This domain scattering is dominated
by the Imm contribution and the results below ignore the Icc

contribution that is small at these low-q values.
The low-q resonant magnetic scattering experiments were

also performed at the Advanced Light Source at LBNL. The
photon energy was set according to the cobalt L3 resonance at
778 eV and then adjusted slightly to maximize the difference
between scattering at remanence and saturation. The light was
passed through a 35 micron diameter pinhole with a sample
arm behind the pinhole allowing illumination of a 40 micron
diameter area of the sample surface. The x-rays are incident
perpendicular to the sample surface and are scattered by the
sample in a transmission geometry. The resonant magnetic
scattering was then collected by a soft x-ray CCD camera
1.1 meters behind the samples and each scattering pattern
was collected with exposures of ∼10 seconds. The magnetic
domains were manipulated by a water-cooled electromagnet,
which provided in situ uniform magnetic fields up to ∼11 kOe
perpendicular to the films. The experimental chamber was
maintained under vacuum at ∼10−8 Torr.

Two typical magnetic scattering patterns for the 3 mTorr
sample are shown in Fig. 10, collected along the major
hysteresis loop shortly after nucleation (top) and at remanence
(bottom). At remanence, the dominant structure is a ring of
diffuse scattering reminiscent of the scattering from a classical
2d liquid exhibiting short-range, nearest-neighbor positional
correlations, indicating a randomly oriented, labyrinth mag-
netic domain pattern. The scattering is azimuthally symmetric
about the center of the beam, indicating that there is no
preferred alignment direction of the magnetic domains. The
dark feature is the beam stop and mounting arm. Note that
this diffuse scattering is strongly speckled due to the use of
transversely coherent x-rays.
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FIG. 10. (Color online) X-ray CCD image for the 3 mTorr sample
collected at two different applied fields. The beam stop is visible in
both images. Top: Scattering characteristic of a diffuse gas-like phase
with randomly distributed magnetic domains. The scattering intensity
rapidly drops with scattering angle. This image was taken shortly
after nucleation for the 3 mTorr sample. Bottom: Image taken at
remanence. The ring of diffuse scattering is characteristic of a liquid-
like (labyrinth) arrangement of magnetic domains with first-order
positional correlations. The total observed intensity is also greater at
remanence due to the increase in magnetic heterogeneity.

By changing the applied magnetic field we were able to
drive the samples around their major hysteresis loops as well as
making excursions inside the major loop. Each time the applied
magnetic field is changed, the domains respond by changing
their configuration to minimize the energy of the system. At
each point after a change in the applied field a scattering pattern
was collected. All of these scattering patterns were collected
in the quasistatic limit. After a change in the applied field, the
magnetic domains would quickly respond and settle into a new
minimum energy configuration. Typically applied field steps
of �HApp = 0.25 ± 0.01 (kOe) were used.

The average width of the magnetic domains is evident in
the scattering angle of the diffuse ring. Likewise the positional
correlation of the magnetic domains, the distance over which

FIG. 11. (Color online) Hysteresis loop plots showing the ob-
served phases for a low-pressure (at left, 3 mTorr) and high-pressure
sample (at right, 12 mTorr). In both the 3 mTorr and 7 mTorr samples
we observed both liquid-like and gas-like scattering. The gas-like
scattering was observed only just after nucleation or just prior to
complete reversal. The high-pressure samples only showed liquid-like
scattering in our experiments.

a domain correlates with its neighbors, is contained in the
width of the diffuse scattering ring. While such information
is present in Fig. 6 for two applied magnetic fields, it was
necessary to obtain both higher resolution scattering data and
a finer sampling of points along the major hysteresis loop.

Also shown in Fig. 10 is a speckle pattern collected for the
3 mTorr sample shortly after nucleation and the initial growth
of the magnetic domains. In this picture, the scattering falls
off exponentially and is reminiscent of the scattering observed
from a gas. The scattering centers are randomly distributed and
no definite length scale has developed yet. Only the two lowest
disorder samples exhibited such “gas-like” scattering patterns
with no short-range positional order. For these instances the
magnetic domains are randomly distributed over the film and
we used a Guinier fit for the exponential decay of the scattering.
This type of scattering pattern was only observed in a narrow
region after nucleation or right before saturation on the major
hysteresis loop as shown in Fig. 11.

1. Labyrinth domains and liquid-like scattering results

The collected scattering patterns contain information about
the magnetic domains in the samples. The angle of maximum
intensity, the width of the interference maximum, and the total
integrated intensity are all directly related to the magnetic
domain structure. To extract this information in a systematic
fashion q = 0 was located through a center of mass calculation
and the scattering patterns were then averaged azimuthally
to eliminate the speckles. Background images were made by
holding the sample at magnetic saturation in a large, constant
magnetic field and then subtracted to eliminate small-angle
charge scattering.

A radial profile of the scattering intensity as it depends
upon qr is shown in Fig. 12 for the 3 mTorr sample. As
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FIG. 12. (Color online) Scattering intensity for the 3 mTorr
sample plotted as a function of momentum transfer for several
different applied field values in descending order along the major
hysteresis loop. The first applied field shown (1.0 kOe) corresponds
to the transition point from gas-like to liquid-like scattering. The
other profiles show further points along the hysteresis loop taken
progressively for decreasing applied fields. The scattering profiles
are obtained from azimuthal averages of the SAS CCD images.

shown, the applied field was reduced from a large value taking
the samples from positive saturation, down their major loops
eventually to negative saturation. The scattering intensity, peak
position, and width all change as the applied field is varied.
Ultimately even the line shape itself changes as the sample

approaches magnetic saturation. The radius of the scattering
annulus from q = 0 is inversely related to the average domain
period via Bragg’s law. The width of the scattered ring is
inversely related to the range over which neighboring domains
are strongly correlated. The greater the variation in width of the
domains, the wider the annulus will appear. As shown earlier in
Fig. 6, the width of the radial profiles increases with increased
interfacial disorder. And aside from a difference between the
3 mTorr and 7 mTorr samples, the position of the scattering
peak shifts towards larger momentum transfer as the disorder
is increased. The larger domain size in the 7 mTorr sample is
likely due to the development of initial magnetic point defects
that cause some small degree of frustration during an otherwise
free stripe domain propagation.

The radial position of the diffuse scattering is related to
the spacing between domains of the same polarity by sim-
ple transmission diffraction: λ = d sin θ , with λ = 1.59 nm,
where d is the domain period corresponding to the average
distance from a given domain across its antialigned neighbor
to the next domain of the same polarity. The total domain
period dependance on magnetization is shown for the samples
in Fig. 13. We found that increased sputtering pressure tends
to result in smaller domain period. As disorder increases the
domain period shrinks.

The individual up and down domain widths are of interest
as well, but are more difficult to extract from experimental
data. Previous x-ray studies46 of magnetic domains have fitted
SAXS intensity data to modeled scattering amplitudes in order
to separate the individual up and down domain widths. Here
we propose a much simpler approximation. So long as the
magnetic domains are merely becoming wider and thinner a
simple relation between the width of an up domain to the total

FIG. 13. (Color online) The domain period and the individual up and down domain widths plotted as a function of the reduced magnetization
m = M/Ms for the 3, 7, 8.5, 10, and 12 mTorr samples as measured while descending the major hysteresis loop. The widths are based upon a
linear decomposition from the sample magnetization. The domain period d is shown in blue triangles, while dup is shown as green circles and
ddown as red squares. Values for the 20 mTorr sample are not shown due to the limited qr range sampled during the high-resolution scans. The
asymmetry present in each figure is discussed in Sec. V.
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width is

dup = dtotal

2

(
1 + M

Ms

)
, (4)

where M is the current magnetization and Ms is the magnetiza-
tion of the sample at saturation. We will use m = M/Ms for the
reduced magnetization below. Figure 13 includes this estimate
for the individual domain widths for each sample as they
depend upon the magnetization going from positive saturation
to negative saturation. This relation will break down once the
magnetic domains begin to bifurcate or shrink in length. At
this point the relation will underestimate the shrinking domain
width and overestimate the increasing domain width.

The degree of correlation between domains, or the relative
amount of ordering, for the different samples behaves in a
systematic fashion, more so than the domain widths. Using
the real-space 2 point correlation function

C(r1 − r2) ∼ exp

(−|r1 − r2|2
�2

)
, (5)

the correlation length � can be extracted from the data as well.
Plots of the correlation length as a function of the applied
field are shown for the 3, 7, 8.5, 10, and 12 mTorr samples
in Fig. 14. For each sample the domain correlation length is
initially quite small as the sample nucleates and then grows
to a maximum once the domain structure is well established.
Then as saturation is approached the degree of correlation
drops again. Overall the degree of correlation systematically
decreases as the sputtering pressured is increased in the
samples. This implies that the random nature of the defects
in the samples becomes more and more important compared
to the dipole-dipole interaction responsible for the ordering.

The ratio of the correlation lengths to the total domain
spacing d, essentially the number of up/down periods within
a correlation length, can provide further insight. The 3 mTorr
sample is unique among those studied. The magnitude of the
ratios for the 3 mTorr sample is between 2 and 2.5, while for
all the other samples the ratio is between 0.5 and 1.5. The
dependence of the ratio upon the magnetization is also quite
different. For the lowest disorder 3 mTorr sample we find
that the ratio of correlation length to domain period starts at
its maximum value and then decreases as the magnetization
is decreased and reversed. All of the other samples show an
initial increase in the ratio of correlation length/domain period
with a maximum closer to remanence and a decrease again
towards saturation.

Additionally, we found with both magnetic x-ray scattering,
as well as MFM studies, that the lowest pressure samples could
form very regular, long-range-ordered stripe patterns when
in-plane AC demagnetized, i.e., cycled in an alternating pos-
itive/negative in-plane field of slowly decreasing amplitude.
This behavior shown in Fig. 15 was very pronounced in the
3 mTorr sample, already much reduced in the 7 mTorr sample,
and barely visible in any of the higher disorder samples.
This possibility of long-range parallel domain alignment in
the 3 mTorr sample reflects once more the very low lateral
magnetic defect density present within this sample. Even
for the 7 mTorr sample it is obvious that a much higher
magnetic defect density prevents any long-range parallel stripe
domain formation after in-plane AC demagnetization, shown

FIG. 14. (Color online) Top: The average correlation lengths for
the 3, 7, 8.5, 10, and 12 mTorr samples as they depend upon the
applied field around the major hysteresis loop. The correlation length
is related to the inverse of the width of the scattering peak. Notice
that as the disorder is increased the correlation lengths consistently
decrease. Bottom: The ratios of the correlation length � over the total
domain period dtotal plotted as a function of magnetization for each
sample.

in Fig. 15, which is also reflected in the already significantly
reduced magnetic correlation length as compared to the 3
mTorr sample. As expected,24,45 the domain spacing decreases
in the highly ordered parallel stripe patterns. More extensive
work comparing the labyrinth and parallel stripe domain
patterns in thin films has been performed on very similar
magnetic samples.2,46

3 mTorr                    7 mTorr                 8.5 mTorr 

FIG. 15. MFM images showing the magnetic domain structure
resulting from an in-plane demagnetization routine. Each image is
3 μm on a side.
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2. Gas-like scattering results

The 3 and 7 mTorr samples both show a very sharp and
sudden onset of magnetic reversal thus indicating rapid domain
growth initiated by the fact that the Zeemann energy required
for nucleating a domain without a magnetic defect present is
significantly higher than for propagating an already existing
domain. In our scattering experiments, we observed gas-like
Guinier scattering from the low-disorder samples.47 Both the
3 mTorr and 7 mTorr samples showed evidence of gas-like
scattering both shortly after nucleation and just prior to satu-
ration as can be seen in Fig. 16. The corresponding hysteresis
loop regions are shown for the 3 mTorr sample in Fig. 11.
This is a clear indication that near nucleation and saturation
the domains are randomly located within the film with no
correlation in spacing or any short range order. Additionally,
upon the appearance of the gas phase after nucleation or just
prior to disappearance before saturation, the transition between
the liquid-like and gas-like phases was observed, as shown in
one of the 3 mTorr data sets included in Fig. 16.

Simple Guinier fits47 are included in Fig. 16 that describe
the data sets well, at times over 2 full decades of intensity.
Using the simplest form where I (q) ∝ e−αq2

the data could
be fitted usually out to qr ≈ 0.03 nm−1. The beamstop
prohibited extension to small enough qr for more detailed
modeling. However, using the most simplistic approach of
I (q) ∝ e−R2

gq
2/3 returns radius of gyration values of Rg = 87

± 4 nm for the 7 mTorr and Rg = 84 ± 6 nm for the 3 mTorr

FIG. 16. (Color online) Left: Log plot of a radial profile for the
7 mTorr (top two) and 3 mTorr (bottom two) samples just after
nucleation and just prior to saturation. The intensity of each set is
offset for clarity. Simple Guinier fit lines are included, matching the
data at low qr . The 3 mTorr data just prior to saturation include
the random scattering at low qr , but still show some evidence of
the nearest-neighbor positional correlation at higher qr . Right: XRM
images of the 3 mTorr sample taken shortly after nucleation. In each
image there are nucleated stripe domains which have a definite width,
but they are disconnected and not as well defined as in the liquid-like
state that we observe at remanence. Isolated bubble domains are also
visible with a diameter of ≈100 nm or less (Refs. 48,49) as indicated
by the arrows.

samples. These values were not measurably different for a
single sample when comparing the phase just after nucleation
to that just prior to saturation, nor do the values show any
measurable difference between the 3 and 7 mTorr samples.
Although the SAXS data at these fields did not lend themselves
to more precise modeling, it is plausible to expect this
corresponds to a minimum domain bubble size and minimum
domain width of between 60–100 nm, depending on the exact
model used, and matches well to observed bubble domain sizes
in similar samples.48,49 Likewise it is plausible that for fine
enough steps in applied field, that there will be a measurable
effect on the Rg value. However, while the profiles of the
scattering are similar, the scattered intensity from the randomly
ordered phase of the 7 mTorr sample was several times stronger
than the corresponding scattering from the 3 mTorr sample.
This is an indication that there are more nucleation sites and
small isolated domains in the 7 mTorr sample.

Similar X-ray microscopy (XRM) experiments48 show that
the first nucleation sites occur earlier in the hysteresis loop
than is often thought. There are isolated bubble domains that
appear well before significant domain growth and branching
have occurred with sizes that are well below 100 nm. They also
confirm that shortly after nucleation the new domains have
a fairly constant width, but the distance between nucleated
domains is random. Added to that randomness is the variation
for a single nucleated domain that has bent or branched back
towards itself. The distance or spacing between two different
parts of that domain is far more random than is observed in a
stable labyrinth pattern. Because of combination randomness
from the isolated bubble domains, and differing length scales
of the isolated domains that have begun to grow, the scattering
appears gas-like with no definite length scale.

The random nature of the gas-like phase in the low-disorder
samples points to fewer nucleation sites and less pinning
of the magnetic domain boundaries. Consider a nucleation
site which runs out partially, while branching often with
some of the branches looping back on themselves. While
the width of an individual nucleated domain may be fairly
consistent, the width of the region which has not reversed
will possess significant randomness until the elongation and
branching process has completed. This is further supported by
microscopy images as shown in Fig. 16 and in other work.48

The absence of such a phase in the higher disorder samples
points towards a significant increase in the number of defects
that act as nucleation sites.

This clearly supports the idea of the lowest disorder samples
not possessing a chemical grain structure with a distinct grain
boundary phase that would act as magnetic defects or pinning
sites. Instead we see the evolution of the magnetic domains to
proceed in a fashion consistent with a fluid, i.e., continuous
changes in magnetic boundary propagation, where lateral
variations in magnetization density or exchange are very small,
thus allowing free propagation of magnetic domains into their
lowest magnetostatic energy state.

V. INTERPRETATION OF DOMAIN EVOLUTION
AND ENERGETICS

The total energy for a continuous magnetic system is
often calculated based on the sum of three competing energy
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contributions:

E = EH + Ed + Ew, (6)

the energy from the external field EH , the energy of the
interacting dipoles Ed , and the energy associated with domain
walls Ew. Starting from the treatment by Draaisma and de
Jonge13,52 we have modified the equations to include 2 addi-
tional phenomenological factors, a0 and a1. We approximate
the dipole-dipole interaction of the domains by

Ed = μ0m
2M2

s

2

+ μ0M
2
s

2

∑
n=1

4dtotal

t(nπ )3
sin2

[
a1nπ

2
(m + a0)

]
, (7)

where t is the total thickness of the magnetic multilayer, Ms

is the saturation magnetization, and m = M/Ms the reduced
magnetization. With a1 = a0 = 1 the original equation from
Ref. 52 is recovered. The factors a1 and a0 allow the domain
period dtotal(m) to be asymmetric with respect to up and down
domain portion about m = 0 and for the minimum dtotal to
occur at nonzero m. We observe both of these features in our
data, which are not compatible with the simpler form of the
equation for Ed . The parameters a0 and a1 can be qualitatively
related to the nucleation field Hn, where a0 provides an offset
through the phase shift, and slope of the magnetization with
applied field, with a1 adjusting the rate of change. However, a
more quantitative relation between them is not possible within
our limited data set. The energy from the external applied field
H is written as

Eh = −μ0HM (8)

and is independent of the quantity of interest, the domain
period dtotal. The cost to create a domain wall is taken to be

Ew = σw/dtotal, (9)

where σw represents the energy per unit area of the domain
wall. Therefore, in order to extract the domain period dtotal the
energy E is minimized with respect to dtotal. The contribution
originates from the ratio of the ∂Ed/∂dtotal and ∂Ew/∂dtotal

FIG. 17. (Color online) Fit of the domain period as it depends
upon reduced magnetization for the 7 mTorr sample.

and is given by

dtotal =
√

σwμ0M2
s

/ ∂Ed

∂dtotal
. (10)

We carried out the sum for Ed to n = 3 and fit the resulting
equation. An example of the fit to the data is shown in Fig. 17
for the 7 mTorr sample. The resulting parameters from all
the fits, and the calculated domain wall energy density, are
listed in Table II. The most interesting of these parameters
is σw. For the 7, 8.5, 10, and 12 mTorr we see a steady
decrease in σw as we would expect. However the energy
density of the 3 mTorr sample is between that of the 7 mTorr
and 8.5 mTorr samples. If, as mentioned earlier, we expect
the 7 mTorr sample to have an increase in the number of
nucleation sites and magnetic point defects, then the rapid
domain wall growth after nucleation will lead to a more
frustrated domain configuration, and hence a higher domain
wall energy associated with it, than for the 3 mTorr sample.
However, once the structural boundaries between chemical
grains play an increasingly important role, the energy cost to
make a domain would drop since domain walls would form
along lateral regions of reduced magnetization.

TABLE II. Measured length scales and energy fit parameters.

Samplea Chemical Grainb Magnetic Domainc Correlation Lengthd Length Ratioe a0 a1 dt
f σW /σ7mT orr

g

Period Period

3 Not observed 216 542 2.5 2.23 0.49 218±5 0.71
7 Not observed 251 405 1.6 1.37 1.1 254±1 1
8.5 16 190 259 1.4 1.71 0.68 199±12 0.38
10 19 161 240 1.5 1.30 0.81 165±10 0.24
12 26 150 198 1.3 1.26 0.83 145±8 0.22
20 30 140 144 1.0

aGrowth pressure, mTorr.
bnm.
cnm, at HC .
dnm, at HC .
eCorrelation length/magnetic domain spacing.
fnm, from fits.
gRelative domain wall energy density.
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FIG. 18. (Color online) The inverse of the correlation length
� plotted as a function of Hc. The fit line shows a simple linear
interpolation for the first 5 points.

If we use the fit parameters from Eq. (9) we are able
to reproduce the slopes of the hysteresis curves for the
disordered samples, but not the area contained within each
curve. We expect that this is due to the increasing importance
of domain wall pinning by grain boundaries of reduced
magnetization within the samples. While the decrease in the
domain wall energy density may make it easier for a grain
(or a unit area of the film) to flip, it likely impedes domain
wall motion itself. Instead of being able to move freely and
continuously in response to an external applied field, the
domain walls are tied to the grain boundaries and other defects
with reduced magnetization, thus making any domain wall
motion less fluid.3,50,51 This is also supported by our earlier
magnetic memory experiments performed on the same set of
samples.19,20 If the domain walls are limited to a more discrete
motion along regions of reduced magnetization, such as grain
boundaries, then it is also more likely that the microscopic
domain evolution could repeat for subsequent cycling along
the major hysteresis loop.

Along similar lines, we can postulate that the correlation
length of the domains can be related to the coercivity field
Hc. With less disorder (i.e., for lower deposition pressure) we
find the domain period to be more uniform and the correlation
length to be larger. As disorder increases due to the formation
of well-defined grain boundaries and magnetic pinning sites,
it will become more difficult for the domain spacing to relax in
response to an applied field. The domain walls will be forced
to move along regions of reduced magnetization originating
from lateral chemical segregation, thus limiting the distance
over which the domains correlate. How does the domain
correlation length compare to the coercivity Hc as the disorder
is increased? We find the inverse of the correlation length to
follow Hc very closely as shown in Fig. 18.

VI. DISCUSSION

We can draw several conclusions based on our observa-
tions. The sputtering growth pressure plays a strong role in
determining the structure of the magnetic domains and their
evolution when applying external magnetic fields. No evidence
of any grain boundary phase is observed in the samples grown
at lower pressure. In contrast, the samples grown at higher

pressures exhibit formation of a distinct lower density grain
boundary phase in between the grains. This grain boundary
phase appears to restrict and discretize the magnetic domain
wall motion and overall domain evolution as external fields are
applied. Analyzing the contributions of charge and magnetic
scattering of soft x-ray energy spectra taken across the Co
L absorption edges at the length scale of the grain period
reveals direct evidence that the low-density grain boundary
phase is associated with an increasingly reduced magnetiza-
tion density as the deposition pressure is raised from 3 to
10 mTorr.

We have found low structural disorder samples to exhibit
hysteresis curves with rapid, avalanche-like domain growth,
while samples with higher structural disorder reveal a much
more gradual onset of magnetization reversal. The degree of
short-range ordering of the magnetic domains themselves is
also much higher for the low-pressure samples as reflected by
the domain correlation lengths and in-plane AC demagneti-
zation experiments. As the number of magnetic domains for
a given area increases we know that the gain of creating a
new domain wall has gone down. From the individual domain
widths it is then possible to estimate the cost of making a
domain wall. From our data we observe a trend towards smaller
domain sizes and therefore expect the energy cost of creating a
domain wall to be less. This observation can again be explained
by the formation of lateral grain boundary phase regions with
reduced magnetization density that act as domain wall pinning
lines.

With the size of the total domain spacing we see the
7 mTorr to have the largest domain size, followed by the
3 mTorr sample and then all the higher disordered samples
with the domain spacing systematically decreasing as the
growth pressure increases. At first this seems not to fit with
the simple idea of a systematic dependence of domain width
upon disorder. However it can be understood based upon the
number of available nucleation sites. In the 7 mTorr sample
we observe a significant increase in the nucleation site density
thus leading to rapid frustration as the domains grow out into
larger structures. For the lowest disorder sample, defects that
act as nucleation sites are so far apart that any frustration effects
are very minor and thus do not influence the domain size as
much. In that case, the magnetic properties are only restricted
by the competition between magnetostatic and domain wall
energy. Once the number of nucleation sites becomes sufficient
to disturb the free magnetic domain evolution, then one
consequence is an increased domain size due to frustration.
Other studies14,16 have shown even more dramatic effects that
may originate from an increase in nucleation site density. As
the disorder is further increased, resulting in the formation
of more extended defect lines, the domain period becomes
smaller and the correlation length of the domain structures
decreases. By comparing the ratio of the correlation length to
the domain period we see that the 3 mTorr sample is distinctly
different from all the other samples.

The samples grown at higher pressure, i.e., 8.5 mTorr and
above, show evidence of 1-dimensional defect lines that appear
in the form of a lower density grain boundary phase. The
magnetic domain walls propagate preferentially along such
regions of reduced magnetization, as this allows a significant
reduction in domain wall energy.
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All of these properties describe two distinctly different
magnetic systems, one disordered and one not. This result,
while being understandable on its own, is further supported
by our previous studies of the magnetic memory properties
of these samples. There we found the 3 mTorr and 7 mTorr
sample to possess no memory properties, while the 8.5, 10, 12
and 20 mTorr samples all possess significant major loop return
point memory. The 7 mTorr sample shows very little, if any,
return point memory. As such, while the disorder has begun to
influence the sample’s magnetic properties and microstructure,
it is not sufficient for the actual domain configuration to find the
microscopically identical reversal path each time the sample
is cycled around the major hysteresis loop.

Phenomenological and numerical models,53–58 in addition
to micromagnetics calculations,59,60 have been very successful
at capturing magnetic domain behavior, as well as memory
effects and hysteresis. Other models, such as cellular automata
and dynamics simulations, are also capable of reproducing
such behavior.61–63 We are optimistic that parameter tuning of
models which incorporate short and long range interactions,
along with a disorder mechanism, will accurately model our
observations.

VII. CONCLUSIONS

We have found soft x-ray magnetic scattering to con-
tinue to be an excellent technique for characterizing and
quantifying the magnetic properties of thin-film samples.
Using a model system of perpendicular anisotropy Co/Pt
multilayers deposited at different Ar sputter pressure enabled
us to continuously tune the degree of lateral heterogeneity and
structural disorder in a systematic series of increasingly disor-
dered samples. Combining various advanced characterization
techniques, our study allowed new insight into mechanisms of
how increased structural disorder and lateral heterogeneity in
magnetic thin film systems alters magnetic properties, such as
reversal behavior and domain microstructure.

First we exploit different independent techniques to quan-
tify the degree of structural disorder in our samples, such as
surface roughness via AFM, surface and interface roughness
via XRR, degree of out-of-plane crystallite alignment via XRD
and lateral heterogeneity and grain formation via TEM, and
resonant soft x-ray small-angle charge scattering. The impact
of the increasing structural disorder in the form of roughness
and distinct grain formation on the magnetic properties of the
samples is then studied by hysteresis loop analysis, MFM, and
resonant soft x-ray small-angle magnetic scattering. We find
that besides a continuous increase in coercivity with increasing
deposition pressure, a crucial transition in magnetic reversal
behavior occurs at pressures of about 8–10 mTorr. In this
pressure range the mostly free propagation of domains that

occurs during the field reversal of low-pressure samples is
significantly impacted by the structural disorder. As a conse-
quence the typical gas-liquid-gas-like hysteresis loop shape
changes into a constant slope reversal mode, where isolated
magnetic regions (grains) start reversing more independently
from each other, thus also increasing the degree of return point
memory in the system as reported in earlier studies.18–20 The
initial onset of the transition into a more defect dominated
magnetic reversal mode could additionally be revealed via
MFM by the possibility of parallel stripe domain alignment
after in-plane AC demagnetization, which is already almost
completely lost when increasing the deposition pressure from
3 to about 7 mTorr.

Such detailed insight into the impact of structural disorder
on magnetic properties and reversal behavior are of great
importance for a better understanding of the design of granular
magnetic recording media, such as used in hard disk drives,
where the controlled segregation of the media layers into a
lateral structure of magnetic grains and nonmagnetic grain
boundaries, has been used for decades to design recording
media that sustain ever increasing areal density. While the
complex magnetic media layer structure should be maintained
within each grain as originally deposited with no interdiffusion
and sharp interfaces between the layers (no disorder here), the
desired lateral grain and grain boundary formation is com-
pletely driven by a high deposition pressure self-segregation
process of the material, where it is essential to create a
laterally heterogeneous structure with a certain degree of
disorder. Without such a fine magnetic grain/nonmagnetic
grain boundary lateral microstructure the media would not
be able to confine and preserve (over time) any sharp bit
transitions as they are defined by the magnetic write head.
We feel that our model system study presented here helps
provide a better understanding of the delicate balance between
order and disorder that is necessary for designing state of the
art magnetic devices based on thin-film technology.
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G. van der Laan, K. Chesnel, M. Belakhovsky, A. Marty, and
Y. Samson Phys. Rev. B 62, 5779 (2000).

12W. B. Zeper, H. W. van Kesteren, B. A. J. Jacobs, J. H. M. Spruit,
and P. F. Carcia, J. Appl. Phys. 70, 2264 (1991).

13O. Donzelli, D. Palmeri, L. Musa, F. Casoli, F. Albertini, L. Pareti,
and G. Turilli, J. Appl. Phys. 93, 9908 (2003).

14A. Berger, S. Mangin, J. McCord, O. Hellwig, and E. E. Fullerton,
Phys. Rev B 82, 104423 (2010).

15C. Leighton, Physics 3, 79 (2010).
16J. E. Davies, O. Hellwig, E. E. Fullerton, M. Winklhofer, R. D.

Shull, and K. Liu, Appl. Phys. Lett. 95, 022505 (2009).
17E. E. Fullerton, J. Pearson, C. H. Sowers, S. D. Bader, X. Z. Wu,

and S. K. Sinha, Phys. Rev. B 48, 17432 (1993).
18M. S. Pierce, R. G. Moore, L. B. Sorensen, S. D. Kevan, O. Hellwig,

E. E. Fullerton, and J. B. Kortright, Phys. Rev. Lett. 90, 175502
(2003).

19M. S. Pierce, C. R. Buechler, L. B. Sorensen, J. J. Turner, S. D.
Kevan, E. A. Jagla, J. M. Deutsch, T. Mai, O. Narayan, J. E. Davies,
K. Liu, J. H. Dunn, K. M. Chesnel, J. B. Kortright, O. Hellwig, and
E. E. Fullerton, Phys. Rev. Lett. 94, 017202 (2005).

20M. S. Pierce, C. R. Buechler, L. B. Sorensen, S. D. Kevan, E. A.
Jagla, J. M. Deutsch, T. Mai, O. Narayan, J. E. Davies, Kai Liu,
G. T. Zimanyi, H. G. Katzgraber, O. Hellwig, E. E. Fullerton,
P. Fischer, and J. B. Kortright, Phys. Rev. B 75, 144406 (2007).

21J. B. Kortright, O. Hellwig, K. Chesnel, S. Sun, and E. E. Fullerton,
Phys. Rev. B 71, 012402 (2005).

22J. B. Kortright and Sang-Koog Kim, Phys. Rev. B 62, 12216
(2000).

23B. Hu, P. Geissbuhler, L. Sorensen, S. D. Kevan, J. B. Kortright,
and E. E. Fullerton, Synchrotron Radiation News 14, 11 (2001).

24D. Gibbs, D. R. Harshman, E. D. Isaacs, D. B. McWhan, D. Mills,
and C. Vettier, Phys. Rev. Lett. 61, 1241 (1988).

25K. Chesnel, M. Belakhovsky, F. Livet, S. P. Collins, G. van der
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