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Time reversal imaging of complex sources
in a three-dimensional environment using a spatial
inverse filter

Adam D. Kingsley, Andrew Basham, and Brian E. Andersona)

Acoustics Research Group, Department of Physics and Astronomy, Brigham Young University, Provo, Utah 84602, USA

ABSTRACT:
Time reversal focusing above an array of resonators creates subwavelength–sized features when compared to

wavelengths in free space. Previous work has shown the ability to focus acoustic waves near the resonators with and

without time reversal with an array placed coplanar with acoustic sources, principally using direct sound emissions.

In this work, a two-dimensional array of resonators is studied with a full three-dimensional aperture of waves in a

reverberation chamber and including significant reverberation within the time reversed emissions. The full impulse

response is recorded, and the spatial inverse filter is used to produce a focus among the resonators. Additionally,

images of complex sources are produced by extending the spatial inverse filter to create focal images, such as dipoles

and quadrupoles. Although waves at oblique angles would be expected to degrade the focal quality, it is shown that

complex focal images can still be achieved with super resolution fidelity when compared to free space wavelengths.
VC 2023 Acoustical Society of America. https://doi.org/10.1121/10.0020664
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I. INTRODUCTION

A complex acoustic source can be described as a source

with finite spatial extent and possibly nonuniform phase. In

acoustics, the source can be rapidly imaged, e.g., by acoustic

cameras.1 However, determining the phase and amplitude dis-

tribution of such a source is complicated and becomes even

more difficult when the dimensions of the source are subwa-

velength in scale and the distance to the detector is great.

Furthermore, if the source is in a reverberant environment,

then traditional beamforming techniques (e.g., as used by

acoustic cameras) are greatly hindered by the inherent multi-

ple scattering. Because of principles similar to the diffraction

limit, recordings of waves in the far field of a source produce

indistinguishable patterns.2 Imaging is closely related to

focusing of waves and, thus, the ability to focus a complex

pattern is used to represent the ability to image a complex

source. In other words, if a complex image can be created by

distant sources, then a complex source can be imaged by dis-

tance receivers. The question of imaging a distant source then

moves to the question of acoustic focusing at a distance.

Acoustic time reversal (TR) focusing is a well-studied

topic3–6 and can be used for deliberate focusing of waves in

many different contexts including medical ultrasound,7–11

non-destructive evaluation of structures using linear12–16

and nonlinear responses,17–24 nonlinear airborne sound,25–27

and some fun TR demonstrations with LEGO
VR

(Billund,

Denmark) minifigures.28,29 TR has also been used to image

complex geophysical sources30–33 and aero-acoustic

sources34–37 by numerical backpropagation of the recorded

waves. The simple process of TR begins with emitting a sig-

nal from a source and recording that signal with a receiver,

or using a receiver to record the emissions from an unknown

source. By time-reversing the recorded signal and broadcast-

ing it from the receiver location, a focus is observed at the

source location. Alternatively, if one has control over the

source broadcast, then a chirp signal may be broadcast and a

cross correlation of this chirp signal with the recorded

response to this chirp signal yields the band limited impulse

response (IR).38,39 This IR may be reversed in time and the

broadcast of the time reversed IR (TRIR) yields delta-

function like focusing of energy. This process of broadcast-

ing the TRIR causes all frequencies to constructively inter-

fere at a point in space and time. The TRIR may be

broadcast from the original source and the focusing happens

at the receiver, or the TRIR may be broadcast from the

receiver location and the focus occurs back at the original

source location. The temporal characteristics of the TR

focus can be changed by convolving the TRIR with a

desired signal and then broadcasting this modified TRIR.

The new focal signal becomes the desired signal instead of

the delta-function like response.

This reversal of the recordings is the simplest version of

TR. When performed experimentally for laboratory testing,

it is often convenient to broadcast the reversed recordings

(i.e., TRIR) from the source locations instead of from the

receiver locations. This method is sometimes called recipro-

cal TR5 because it depends on the reciprocity of the system

to allow for an equivalent response between a pair of points,

regardless of which point is the source and which is thea)Email: bea@byu.edu
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receiver. Imaging a source can then be related to the ability

to focus a spatiotemporal signal that represents the source.

The ability to focus complex characteristics is then directly

connected with the ability to image the complex characteris-

tics of a source. Thus, if we can demonstrate in this paper

that complex spatial patterns may be focused with TR, then

this implies that unknown, complex sources may be imaged

with similar techniques.

Sub-diffraction limited focusing has been the goal of

many focusing methods.40 TR has been shown to be capable

of producing a focus much smaller than the diffraction limit

would suggest in free space. This is performed by modifying

the near-field of the focus using a source,41 absorbers,37,42,43

resonators,44–48 or scatterers.49 Maznev and Wright2 argued

that because the diffraction limit was postulated for propa-

gating waves, it does not apply to the near-field evanescent

waves and thus sub-diffraction limited focus sizes are

achieved if the free-space diffraction limit is used as the cri-

terion. This can be understood by examining the boundary

conditions. Near a boundary, the propagating waves must

conform to match the boundary conditions. The boundary is

under no constraints about resolution and so the waves,

when close to a boundary, may have much higher spatial

resolution than found in the free-space propagating wave.

When seeking to create a spatial focus, the impulse

responses between each source and every point in the imag-

ing area must be taken into consideration. A transfer func-

tion (H) represents the frequency transform of the impulse

response. At each frequency, H is represented by a complex

number, HSR, and represents the response between source

(S) and receiver (R) with both amplitude and phase. All the

interactions between sources and receiver positions can then

be represented with a matrix formulation:

H11 � � � Hn1

..

. . .
. ..

.

H1m � � � Hnm

2
664

3
775

S1

..

.

Sn

2
664

3
775 ¼

R1

..

.

Rm

2
664

3
775; (1)

where n and m refer to the number of the source and

receiver locations, respectively. The receiver locations are

the various points in the imaging area. Although this equa-

tion only represents a single frequency, it describes a total

response rather than the individual response represented by

a single transfer function.

As written, Eq. (1) does not allow for producing a specified

response. However, by inverting the transfer function matrix H,

a desired response vector R can be used to discover the neces-

sary source signals to produce such a response:

S1

..

.

Sn

2
664

3
775 ¼

H11 � � � Hn1

..

. . .
. ..

.

H1m � � � Hnm

2
664

3
775

�1
R1

..

.

Rm

2
664

3
775: (2)

This spatial inverse method uses the inverse of H to cal-

culate the source vector S and has been used in acoustics as

well as in electromagnetic propagation.50,51 A method of

iteratively discovering the inverse transfer matrix has also

been utilized in a similar TR experiment.46 This problem is

ill-posed and is often unstable. Taking the inverse of the

transfer function can often lead to inverting small responses

that are dominated by noise. The resulting inverse would

then be dominated by these noisy signals. To solve this

problem, a singular value decomposition is first performed

producing a series of transfer matrices. Use of eigenmodes

or a singular value decomposition have been used in acous-

tic TR in the past.52,53 Each transfer matrix can be repre-

sented as H ¼ URV
†

, where U and V contain a sequence of

eigenmodes, † designates the conjugate-transpose operation,

and R is a diagonal matrix whose elements consist of the

corresponding eigenvalues. To invert this series of matrices

requires taking the reciprocal of the elements (eigenvalues)

in R,

½URV
† ��1 ¼ VR�1U

†
� �

¼ V

1

r11

0 � � � 0

0
1

r22

. .
. ..

.

..

. . .
. . .

.
0

0 � � � 0
1

rtt

2
66666666664

3
77777777775

U
†

0
BBBBBBBBBB@

1
CCCCCCCCCCA

: (3)

Because many of the eigenvalues are small, regulariza-

tion is often applied. Before taking the reciprocal, a thresh-

old for the eigenvalues is introduced and the eigenvalues

above the threshold, l, are determined. After taking the

inverse of R, any elements originally below the threshold

(rnn < lÞ are set to zero. In this way, a noise-filtered inverse

of H is calculated. The threshold can be determined empiri-

cally by using the quality of the results and repeating the

process with different thresholds. For the experiments

described in this paper, a threshold of 10% of the max was

applied at each frequency to remove just the lowest eigen-

values. It is expected that improvement to this regularization

would lead to an improved image using the resulting inverse

matrix, but the main goal of this paper was not to attempt to

optimize the inverse processing but rather show that the res-

onator array makes it possible to image complex sources.

It has not been previously shown whether complex

sources can be focused with an array of resonators using

TR. Interestingly, Orazbayev and Fleury54 broadcast com-

plex acoustic patterns of sound from an array of sources,

whose radiated sound was then modulated by a “metalens”,

or array of resonators before the sound reached an array of

microphones. Deep learning was used with the microphone

data to image the complex patterns and they showed that the

metalens allowed better imaging of the patterns than when

the metalens was not used. They did not use TR but it is an

example where an array of resonators was beneficial in

imaging complex acoustic source patterns.
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The purpose of this paper is to show that complex sour-

ces may be imaged with sub-diffraction limited resolution

using TR in the presence of an array of near-field resonators.

This paper explores the ability of this spatial inverse filter

method to produce complex images in the pressure field. An

array of soda cans is used as was done in previous focusing

work.46,55 This time, however, the array is in a reverberation

chamber, and the full impulse response of the room [i.e., a

three-dimensional (3-D) aperture] is utilized for focusing

sound above this two-dimensional (2-D) array of resonators.

In this paper, results are shown for an experimental setup

where complex 2-D images are produced in the near-field of

the resonators.

The work of Lemoult et al.46 and of Maznev et al.55

each restricted their experiments to principally include only

the direct sound broadcasts from sources located in the plane

of the array of resonators, either by time gating the signals

recorded in the impulse response or by using an anechoic

chamber. When the spatial focusing in the plane of an array

is measured, waves that arrive from directions other than

those in the plane of the array will have a larger wavelength

projection in the plane than waves traveling in the plane (the

same principle is involved in trace wavenumber matching

for structural acoustics). Thus, waves arriving from direc-

tions other than those in plane may reduce the spatial resolu-

tion possible. This paper shows that it is still possible to

attain super resolution while still utilizing waves that arrive

out of the plane of the array of resonators, thus showing that

it is not necessary to limit the impulse responses to the direct

sound or require these experiments be done in an anechoic

chamber.

II. EXPERIMENTAL SETUP

An array of soda cans constitutes an acoustic metamate-

rial, or phononic crystal, possessing properties that come

from the arrangement and properties of the individual ele-

ments.44 This array of soda cans has been previously shown

to produce focusing on the order of the size of the opening

in a single soda can, although the resolution is actually lim-

ited by the discretization of the space, which is clearly the

spacing between soda cans.46,55 Kingsley and Anderson48

showed that each resonator (soda can) in the array is able to

flip the phase of the incident sound, thereby providing a

lower limit to the size of the sub-diffraction wavelengths to

be the spacing between adjacent cans.

The current experiment places the 2-D metamaterial in

a 3-D space to test the ability of the material to modify the

waves and create images with high spatial frequency. In the

reverberation chamber, some of the impinging waves come

at oblique angles and do not interact with the whole array in

the same way as coplanar waves. Prior work by Lemoult

et al.46 and Maznev et al.55 principally or wholly utilized

coplanar waves by placing the sources in the focusing plane.

The received signals were then either time gated to include

only the direct sound or an anechoic chamber or a relatively

absorbent environment was utilized. This is similar to mea-

suring a plane wave with an array of microphones. If the

plane wave travels along the axis of the microphones, the

measured wavelength is the true wavelength of the wave.

However, if the plane wave is incident at an oblique angle to

the microphone array, any incident wave manifests a wave-

length across the array that is greater than the true wave-

length of the wave.

The experimental setup consists of an array of soda cans

(12 fl. oz.) held in a vertical plane as shown in Fig. 1(a). A

1 m2 steel plate hangs on a vertical piece of medium density

fiberboard. Each soda can has a small magnet glued to the

underside that allows the cans to stay firmly in contact with

the metal plate while also allowing the flexibility of other

arrangements of the cans. Suspending the cans in the vertical

plane allows the experiment to be moved away from the walls

and floor where a spatial dependence to the focusing amplitude

has been found.56 The vertical plane was also convenient for

the 2-D scanning system, which is positioned coplanar to the

array with a microphone attached to the translation stage.

FIG. 1. (Color online) (a) Photograph of the experimental setup. (b) A hexagonal array of soda cans is mounted in the vertical plane and a 2-D scanning sys-

tem is used to make measurements above the soda cans.
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When moving over the array, the microphone is 1 cm above

the soda cans. Eight Mackie (Bothell, WA) HR824mk2 loud-

speakers are placed throughout the room roughly at the same

height as the bottom of the resonator array constituting a hori-

zontal plane that is perpendicular to the array of the cans (per-

pendicular to the focusing plane). The loudspeakers were

oriented such that they were pointing away from the cans,

towards the chamber walls to minimize the strength of the

direct sound arrivals relative to the reverberant sound.39 The

whole setup is positioned within the large reverberation cham-

ber at Brigham Young University. The chamber measures

4.96� 5.89� 6.98 m with a total volume of 204 m3. The

Schroeder frequency, a guideline given to approximately

define the boundary between the modal dominated frequency

range of a room and the frequency, above which, the field is

assumed to be diffuse in the room, is 355 Hz. Custom

LabVIEW software (ESTR), described in Ref. 57, is used

along with a Spectrum Instrumentation (Grosshansdorf,

Germany) MIMO system to control the loudspeakers, micro-

phone, and scanning system.

The experimental procedure is similar to acoustic TR

except, instead of simply reversing the impulse response,

the spatial inverse filter described above [Eqs. (1)–(3)] is

used to create the signals for the focusing step. The experi-

ment results fed into the spatial inverse filter processing typ-

ically result in a signal-to-noise ratio of 35 dB; this is

apparently a good enough signal-to-noise ratio to enable the

spatial inverse filter to work as evidenced by the reasonable

imaging results of the intended complex sources given in

Sec. III. Alternatively, a technique such as iterative time

reversal could be used,58–60 though we chose the spatial

inverse filter for speed reasons. First, a series of chirp broad-

casts are made from each source. The microphone is moved

between sets of broadcasts to capture the response at each

measurement position in the grid above the array of soda

cans. Time invariance is assumed: multiple measurements

are made by a single microphone placed at various positions

and the measurements are assumed to imitate the simulta-

neous recording of microphones at all of those various posi-

tions. A swept sine wave (chirp) is used because it generates

near uniform amplitude over a range of frequencies, which

results in a high signal-to-noise measurement of the impulse

response for the bandwidth.38,39 For this experiment, a grid

of 51� 51 points was used with a spacing of 1 cm. Since

each can has an opening of just over 1 cm2, this ensures that

a measurement point is over some portion of each can’s

opening. Figure 1(b) shows the measurement area, as well

as the position of the cans, relative to the measurement area.

The chirp had a bandwidth of 300–425 Hz. This

includes frequencies below the Schroeder frequency, but a

diffuse field is not strictly required for TR. The existence of

strong modes can skew the spatial distribution of the focus-

ing some, possibly resulting in stronger than usual spatial

side lobes in the focusing. Soda cans with a higher

Helmholtz resonance frequency could have been used to

avoid this issue. Reverberation chambers have relatively

high Schroeder frequencies due to their lack of damping.

The majority of the frequency content used in the super res-

olution focusing ended up existing above the 355 Hz

Schroeder frequency. This frequency range was intention-

ally chosen to fall below the Helmholtz resonance frequency

of a single can since others have shown that modes with

small effective wavelengths exist below this resonance and

tighter spatial focusing may thus be obtained below, as

opposed to above, this resonance frequency.46,55

By cross correlating the response with the chirp signals,

an impulse response is obtained between each source and

receiver position. A Fourier transform of these impulse

responses yields a series of transfer matrices, one for each

frequency. Using the inverse of an individual transfer matrix

H, the necessary signal S, can be calculated from a desired

response R, for a single frequency. This spatial inverse

method was performed by solving Eq. (2) for each fre-

quency and producing spectra for each source. Due to the

attenuation of the array, an upper frequency of 410 Hz was

used during this step, leading to an effective bandwidth of

300–410 Hz. An inverse Fourier transform then produces a

set of eight time signals, which are broadcast into the system

and generate a focus above the array. Figure 2 shows the

magnitude of the spectrum for the chirp, an example spec-

trum of an impulse response, an example spectrum produced

by the spatial inverse filter, and an example resulting focus

spectrum. The drop in amplitude as the frequency

approaches the resonance of a single can (approximately

400 Hz) is seen in the impulse response spectrum. This

attenuation near resonance is expected by previous research

into reflection by single resonators but also by the resonator

arrays constructed previously.46,55 Additional related

research on the subject of hybridization band gaps and nega-

tive index metamaterials have explored this attenuation.61–66

It is worth noting that the full width at half maximum

(FWHM) for the various resonances of the soda can array, visi-

ble as the peaks in Fig. 2, are on the order of 1 Hz. In room

acoustics theory, the FWHM for a room mode is inversely pro-

portional to the reverberation time, RT60, of the room as

FWHM¼ 2.2/RT60, which means that the effective reverbera-

tion time of the modes of the soda can array is about 2.2 s. The

measured reverberation time of the reverberation chamber is

about 4–5 s in this frequency range (with the uncertainty

depending on the measurement location). This means that the

room generally has less damping than the soda cans, but per-

haps only different by a factor of 2.

III. RESULTS

The results from a series of experiments are described

in this section. The results utilize the process described

above with several different specified response patterns. The

rectangular grid above the soda cans consists of 2601 points.

This grid was trimmed down to a hexagonal area which rep-

resents the measurement surface made above the resonator

array. For the 1392 locations above the resonator array, the

pressures at the focal time compose the desired image R.

The experiments conducted in this paper only used a few
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points that were set to nonzero values to define the locations

of the poles of each source. Although the image is 2-D, Eq.

(2) uses a 1-D vector of sources and receiver positions,

regardless of their relative positions. This vectorized image,

R, was then combined with each frequency of the transfer

matrix, H, one by one, to obtain the spectra of the source

signals, S. These spectra were converted to time waveforms,

imported into ESTR, and broadcast simultaneously from all

loudspeakers.

A. Monopole focusing

The first and most simple focusing is that of a mono-

pole, point focus. By setting a single point of R to be one,

and all other points to be zero, the sharpest focusing can be

measured. Monopole focusing at two different positions is

shown in Fig. 3 at an instant in time when the focal ampli-

tude is the largest (focal time). Also shown is the case when

cans are not present. Without the cans present, the micro-

phone scan density did not need to be as fine since the focal

width was much wider. A linear interpolation between mea-

surement points was done so that the FWHM determination

utilized the same spatial resolution as the finer density spa-

tial scans. The linear interpolation tends to bias the FWHM

low. Positions above individual soda cans were chosen as

targets.

It is evident from Fig. 3 that the spatial inverse filter

can produce a focus that is much smaller in spatial extent

than without the cans present. In the case of no resonators,

the spatial inverse filter does not produce a maximum at the

focal location. This error in the location of the focus without

cans may be caused by a nonideal threshold applied to the

Singular Value Decomposition (SVD) process. This thresh-

old is responsible for filtering out noise before the inverse is

calculated. Perhaps the more likely reason for the maximum

not being at the focal location is that the room is being

driven at frequencies below the Schroeder frequency, where

some individual room modes may be strongly contributing

to the spatial distribution of the focusing. Regardless of the

shift in peak location, the important point here is that the

spatial extent of the focusing of a monopole without cans

present is much wider than with the cans present.

Although using the spatial inverse filter couples the

responses of the sources, the frequencies are still

FIG. 2. (Color online) (a) Spectra for the forward signal (black, dotted-dashed), the calculated impulse response (red, solid), and the derived signal to create

a point focus using a spatial inverse filter (green, dashed). (b) The spectrum at the resulting focus. The approximate resonance frequency of a single resona-

tor is at 400 Hz.

FIG. 3. (Color online) Spatial plots of the pressure amplitude over the array for the monopole case at focal time. Blue represents high pressure and red repre-

sents low (or negative) pressure. A red circle marks the target position. (a) Focus at the can just below center. (b) Focus at the can above and to the right of

center. (c) A case without resonators with the focus location shown with a red circle.
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independent variables. Because the frequencies are indepen-

dent, a target image can be achieved more easily with some

frequencies than others. Bringing together the contributions

of the many frequencies may lend more total power to fre-

quencies for which the target image is not well reproduced.

For the array of soda cans, the dispersion relation does not

follow a linear function of frequency and yields much

smaller wavelengths than in free space and has been

explored previously.47,55 With the assumption that high-

resolution images are more able to be generated with higher

frequencies, the focus above the cans was filtered with pro-

gressively smaller bandwidth (while maintaining the same

upper frequency cutoff and using that same upper frequency

to define the resolution in each case). We selected eigenval-

ues on a frequency by frequency basis, but they could have

been selected by choosing the best eigenvalues seen over

multiple frequencies, thereby coupling the thresholds. With

a reduced bandwidth the focus becomes tighter, suggesting

that coupling the thresholds between frequencies may have

the advantage of increasing the sharpness of the focus.

Figure 4 shows the spatial extent of the focusing when using

a bandpass filter with the lower frequency marked in the leg-

end. As the lower passband frequency increases, the focus

becomes tighter (and is always better with resonators pre-

sent than without).

The results in Fig. 4 are further analyzed by considering

the FWHM lengths in Table I. These values are taken from

the graphs in Fig. 4 but written in terms of the free-space

wavelength in air of the highest frequency in the bandwidth

(410 Hz). The size of the focusing at the two different target

focal positions is similar and always much better than with-

out the resonators present. As expected, the values also

show that the higher frequencies are much more capable at

producing a sharp focus when compared to the case without

resonators. For the narrowest filter results shown, the band-

width is only 25 Hz; this case is still capable of focusing to a

target position and produces a focus at a location five times

smaller than without the cans present. This result is impres-

sive because in the limit that the bandwidth narrows to a sin-

gle frequency, the waveform becomes a sine wave with no

distinct focus. So, although the array of soda cans is only 2-

D and many waves may come from oblique angles to the

array, the array is still capable of interacting with the copla-

nar waves sufficiently to cause a high spatial frequency in

the resulting focus. This work lends confidence to the ability

of a 2-D acoustic metamaterial to improve imaging, even in

a 3-D space. For future applications, it is important to under-

stand that these results were obtained when the loudspeakers

are in a plane that is perpendicular to the plane of the soda

cans and that the multiple scattering (reverberation)

exploited by the TR process tends to provide incident waves

from all directions.

B. Dipole wave field

The next imaging case considered was the focusing of a

dipole wave field and its orientation. To generate a dipole

focus, two points of R were chosen to have nonzero values

of þ1 and –1. Two dipoles, one in the vertical and one in

the horizontal plane, were focused. The resulting spatial

maps are shown in Fig. 5. Although the vertical dipole is

well aligned with the vertical axis, the horizontal dipole suf-

fers from some angular uncertainty and looks more like it is

focusing diagonally. This difference may have to do with

the symmetries in the array of cans. For closer examination,

FIG. 4. (Color online) Normalized pressure above an array of soda cans at focal time. (a) and (b) Results obtained for two different focusing locations [corre-

sponding to Figs. 3(a) and 3(b)]. The target focus location is shown with a vertical line and a red arrow. Several bandwidths are shown with the lower limit

in the legend and a constant upper limit of 410 Hz. A quarter wavelength at 410 Hz is marked, for scale, with a black horizontal line. As the passband

becomes smaller, the focus becomes tighter. Black dashed vertical lines denote the locations of can openings.

TABLE I. Full width at half-maximum (FWHM) values of the focal pres-

sure for the bandwidths used in Fig. 2, with k as the free field wavelength at

410 Hz. Positions 1 and 2 mentioned correspond to the two shown in Figs.

3(a) and 3(b).

Lower passband frequency 300 Hz 325 Hz 350 Hz 375 Hz 385 Hz

Position 1 FWHM 0.202 k 0.188 k 0.164 k 0.115 k 0.113 k
Position 2 FWHM 0.204 k 0.193 k 0.170 k 0.128 k 0.108 k
No cans FWHM 0.596 k 0.576 k 0.570 k 0.572 k 0.564 k
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a horizontal line scan through the two poles of Fig. 5(a) is

plotted in Fig. 6(a) and a vertical line scan through the two

poles of Fig. 5(b) is plotted in Fig. 6(b). The horizontal

dipole has an asymmetric shape with a broad and lower

amplitude negative pole and a more sharply defined positive

pole with a higher amplitude. The spatial map, however,

shows that the orientation seems to be the source of the error.

There are possible reasons for this result. A strong mode may

be limiting the resolution of this dipole. Also, a position

closer to the edge of the array was used for targeting.

Positions close to the edge should exhibit properties some-

where between that of central portion of the array (where

tighter spatial focusing is possible) and free space (where the

spatial focusing is diffraction limited). Another feature shown

in Fig. 6 are bumps above each resonator. These bumps were

predicted by a previous model of a 1-D array using an equiva-

lent circuit approach47 and show a strong near-field interac-

tion with the resonators.

C. Quadrupoles

Two different types of quadrupoles were attempted. A

vertically oriented longitudinal quadruple and a lateral quad-

rupole. Similar to the dipole cases, several values of R were

set to nonzero values. As shown in Fig. 7, for the vertical

longitudinal quadrupole, the positive poles were collocated,

and the resulting target amplitudes were [–0.5 1 –0.5] within

the R vector. The lateral quadrupole did not have the poles

placed over cans but instead were placed nearly centered

between the cans in a square arrangement. Since the four

poles could not all be placed over can openings, it seemed to

make sense to place none of them over openings to avoid

skewing the results by unequally favoring the focusing of

each pole. The patterns for both quadrupoles are in very

good agreement with the expected pressure patterns of these

classic source arrangements. Figure 8 shows a plot of the 1-

D pressure along the vertical axis of the longitudinal quadru-

pole. A quadrupole was created but the position of the poles

FIG. 5. (Color online) The spatial extent of a horizontal (left) and vertical (right) dipole at focal time. Blue represents high pressure and red represents low

pressure. A red circle marks the target positive pole. The smaller blue dot marks the target negative pole.

FIG. 6. (Color online) Normalized pressure values along the axis of the horizontal (left) and vertical (right) dipoles at focal time. The target positive pole is

shown with a vertical line and a red arrow (pointing up) and the target negative pole is shown with a vertical line and a blue arrow (pointing down). The

positions of cans along the axis are shown with dashed vertical lines. The horizontal dipole has columns of cans that are in rows just above or below and

thus staggered relative to the cans lying along the horizontal dipole line; these are marked with a solid gray line.
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does not exactly match that of the target pattern. When com-

paring the quadrupole results with the cans present to the

corresponding results without the resonators present (spatial

inverse filter used in both cases and pole locations were the

same), the resulting pressure fields show faint signs of creat-

ing the target patterns—but not all of the poles are captured

in the resulting image. Whereas with the resonators present,

the spatial extent of the patterns is much tighter.

D. Complex pattern

The last target pattern was a much more complex pat-

tern. An attempt was made to obtain a “Y” pattern (a simpli-

fied version of the Brigham Young University logo). The R

vector contains 19 nonzero values with seven values set to

þ1 and 12 values set to –1. Figure 9 shows the result of this

attempt. The signals here were filtered with a bandpass from

375 to 410 Hz. The resulting pattern does indeed resemble a

“Y” but suffers from resolution limitations near the arms of

the “Y”. There appears to be a positive pressure hexagon

shape around the outside perimeter that distorts the intended

image, most likely due to fringe effects. Figure 9 also shows

a cropped image and modified color map meant to empiri-

cally enhance the image of the “Y”.

IV. CONCLUSION

As evidenced by the spatial results or imaging of com-

plex sources shown in this paper, a 2-D array of resonators

(constituting a resonant acoustic metamaterial) is capable of

modifying near-field pressure in a 3-D environment. This

capability to recreate complex imaging fields, including ori-

entation, means that the ability to image a complex source

located near a resonant material could be improved beyond

the diffraction limit of free-space waves. In effect, the mate-

rial can extend the size of the source, relative to a wave-

length, in a similar fashion to a lens, and enable far-field

imaging of sub-wavelength features. Limitations on the abil-

ity to create any arbitrary image could possibly occur due to

the arrangement of sources or the geometry of the setup.

Specifically, knowledge of the impulse responses above the

resonators is necessary to create the images seen in this

work using a spatial inverse filter. Other techniques besides

the spatial inverse filter may prove to work better and the

spatial inverse filter process used here may not be ideal, but

the method used here was deemed sufficient to show that

complex sources may be imaged with the resonator array

present.

This work is a natural extension of previous work with

acoustic metamaterials and especially arrays of resonators.

This study has shown subwavelength focusing is possible

because the wavelengths above the array are much smaller

than in free space. The results confirm that using a simulta-

neous solution, such as inverting the transfer matrix to

obtain a spatial inverse filter, is a viable method for produc-

ing high-resolution images from a distance. Evidence has

FIG. 7. (Color online) Pressure amplitudes at focal time for (a) vertically oriented longitudinal and (b) lateral quadrupole. These patterns show nodal lines

and spatial extent that is much smaller than could be reproduced without the resonators. Blue represents high pressure and red represents low pressure. Red

circles mark target positive poles. The smaller red dots mark target negative poles.

FIG. 8. (Color online) One-dimensional plot of the normalized pressure of

the longitudinal quadrupole along the vertical axis at focal time. The posi-

tions of the positive and negative poles are denoted by vertical lines with

red and blue colored arrows (positive arrow pointing up and negative arrow

pointing down), respectively.
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been given that the full impulse response, including reflec-

tions arriving from all directions within the room and scat-

terers, does not meaningfully impair the ability to produce

sub-diffraction limited images. Although the spatial inverse

filter solves for the contributions from all of the sources at a

single frequency, some frequencies have higher spatial fre-

quencies above the cans and manually filtering the results or

coupling the thresholds, can yield even tighter focusing.
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