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INSTRUCTIONAL LABORATORIES AND DEMONSTRATIONS

John Essick, Editor
Department of Physics, Reed College, Portland, OR 97202

Articles in this section deal with new ideas and techniques for instructional laboratory experiments, for
demonstrations, and for equipment that can be used in either. Although these facets of instruction also
appear in regular articles, this section is for papers that primarily focus on equipment, materials, and
how they are used in instruction. Manuscripts should be submitted using the web-based system that can
be accessed via the American Journal of Physics home page, ajp.aapt.org, and will be forwarded to the
IL&D editor for consideration.

Coherent diffraction imaging in the undergraduate laboratory

J. Nicholas Porter,a) David J. Anderson, Julio Escobedo,b) David D. Allred,c)

Nathan D. Powers,d) and Richard L. Sandberge)

Department of Physics and Astronomy, Brigham Young University, N-284 ESC, Provo, Utah 84604

(Received 23 October 2024; accepted 13 March 2025)

We present an undergraduate optics instructional laboratory designed to teach skills relevant to a

broad range of modern scientific and technical careers. In this laboratory project, students image a

custom aperture using coherent diffraction imaging, while learning principles and skills related to

digital image processing and computational imaging, including multidimensional Fourier analysis,

iterative phase retrieval, noise reduction, finite dynamic range, and sampling considerations. After

briefly reviewing these imaging principles, we describe the required experimental materials and

setup for this project. Our experimental apparatus is both inexpensive and portable, and a software

application we developed for interactive data analysis is freely available. # 2025 Author(s). All article
content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://

creativecommons.org/licenses/by/4.0/).

https://doi.org/10.1119/5.0245088

I. INTRODUCTION

Coherent diffraction imaging (CDI) is an indirect imaging
method that has seen significant development over the past
half-century. It consists of measuring the diffraction pattern
produced by an object under coherent illumination, then
applying various algorithms to reconstruct the object.
Because these algorithms provide a similar function to the
objective (image-forming) lens in traditional imaging, CDI
is sometimes called a “lensless” imaging technique. The pri-
mary application of CDI is in x-ray microscopy, where high
photon energies make efficient objective lenses difficult or
impossible to manufacture. X-ray CDI has been used to
image proteins,1,2 crystals,3,4 integrated circuits,5,6 quantum
dots,7 and more.

In this article, we present an optics instructional laboratory
designed for upper-division undergraduate students in which
they construct an optical setup and carry out a CDI experi-
ment. While CDI itself occupies a relatively small scientific
niche, it involves principles that apply to many other fields
such as digital signal processing, computational imaging,
and sampling. By applying these principles experimentally,
students gain skills and insights that will help prepare them
for a wide range of scientific and technical careers. In Sec.
II, we briefly review a theoretical diffraction model based on
Fourier transforms, a nonconvex optimization algorithm for
image reconstructions, and a few practical considerations
related to digital imaging. In Sec. III, we then discuss the

experimental optical setup and measurements, including the
physical apparatus and software resources required. We con-
clude with some potential ways the laboratory can be
expanded into a longer-term project.

The described experiment is intended for second- or third-
year undergraduate students familiar with wave mechanics.
It is assumed that the students have had some exposure to
Fourier transforms, but proficiency with Fourier analysis is
not required. However, if Secs. II A and II B are left out, it
could potentially be used with younger audiences. While the
result would likely be more of a demonstration than a true
hands-on lab, it may still be exciting for students to see.

II. COHERENT DIFFRACTION IMAGING

In this section, we discuss a few important principles in
CDI. The discussions are necessarily brief, focusing on high-
level understanding while omitting many details and applica-
tions. Vector quantities are notated in boldface.

A. Fourier diffraction model

To understand how Fourier transforms are related to dif-
fraction and CDI, we start by assuming a uniform, mono-
chromatic plane wave of light is propagating through space
with wavelength k. That light then passes through an “object
plane,” which modulates the wavefront with some spatially
dependent function. For the experiment presented here, the
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object plane is an aperture, which blocks any light outside of
some finite (not necessarily contiguous) region, such as a set
of pinholes in a piece of heavy black paper. The complex-
valued light field immediately after the object plane—before
any diffraction occurs—is called the exit wave w, denoted as
the red plane in Fig. 1. Assuming that the initial illumination
is truly uniform, any spatial variations in the exit wave must
have been imparted by the object. In other words, informa-
tion about the absorptive and refractive properties of the
object are encoded into the exit wave.

The light then propagates some distance z to another
plane. Wave interference alters the amplitudes and phases as
the light propagates, resulting in a new light field W, i.e., the
diffraction pattern denoted by the blue plane in Fig. 1. The
same information is contained in both the complex exit wave
and diffraction pattern, though they often look quite differ-
ent. The primary goal of CDI is to use the diffraction pattern
(which is more easily measured) to obtain the exit wave
(which is more easily interpreted).

In the paraxial (small-angle scattering) approximation, the
light fields w and W are related by the Fresnel equation,8

WðqÞ ¼ � ikeikzeiðk=2zÞq2

2pz

ð
wðrÞe�iðk=2zÞðq�rÞeiðk=2zÞr2

dr;

(1)

where r is the vector position in the object plane, q is the
vector position in the diffraction plane, and k ¼ 2p=k is the
wavenumber. If a converging lens is introduced one focal
length before the diffraction plane, it can be shown that Eq.
(1) takes the form of a Fourier transform,8,9

WðqÞ ¼ � ikeikf eiðk=2f Þ 1�ðd=f Þð Þq2ffiffiffiffiffiffi
2p
p

f
F½wðrÞ�r!ðk=f Þq; (2)

where f is both the focal length of the lens and the distance
from the lens to the diffraction plane, and r! ðk=f Þq indi-
cates that the transformed coordinates q are scaled by the
factor k=f . In this arrangement, the lens is called a Fourier
lens. Because image sensors capture only the intensity of a

light field ðI ¼ jWj2Þ and their values are expressed in analog
digital units (ADUs), which are not generally calibrated to

any absolute units, it is more common in CDI to express the
diffraction pattern without the leading constants,

jWðqÞj2 / jF½wðrÞ�r!ðk=f Þqj
2: (3)

Recognizing the connection between diffraction and
Fourier transforms can help students gain valuable insight
into both topics. For example, it is a natural way to introduce
the concept of spatial frequencies. On the other hand, if stu-
dents lack the required background in Fourier analysis, it
may be appropriate to say simply that there is a reversible
mathematical operator (the Fourier transform) relating the
light profile of the aperture to that of the diffraction pattern.
Additional resources on diffraction and Fourier optics can be
found in both undergraduate and graduate textbooks.8,9

Before moving on, it should be noted that Eq. (1) can take a
Fourier-like form without a lens by using the Fraunhofer/far-
field approximation. While this model is both simpler and more
aligned with the assertion of CDI as “lensless,” we recommend
the lensed version shown here for two practical reasons. First, it
can be quickly and easily converted into a traditional imaging
apparatus, allowing students to verify their reconstructions.
Second, the Fraunhofer approximation is valid only when the
propagation distance is large compared to object area divided by
wavelength. For the present experiment (area �1 mm2, wave-
length �500 nm), this condition would require z to be on the
order of several meters. At that distance, the diffraction pattern
becomes both too large and too dim to be adequately measured
by most image sensors.

B. Phase retrieval

Equation (3) describes a pathologically lossy measure-
ment, since W is a complex-valued field with amplitude and
phase, while jWj represents only the amplitude. As shown in
Fig. 2, back-propagating a diffraction amplitude numerically
with a Fourier transform without the correct phase fails to
produce an image of the aperture. This effect is generally
known as the phase problem.10 Fortunately, many methods
have been developed to recover the phase profile. We focus
here on three: error reduction (ER),11,12 hybrid input-output
(HIO),13,14 and shrinkwrap.15

Iterative phase retrieval algorithms alternately project
between the exit wave and diffraction pattern, applying cer-
tain constraints to the complex image in each space, as
depicted in Fig. 3. These constraints are based on assump-
tions about the system and how it behaves. First, we assume
that wðrÞ and WðqÞ are related by Eq. (2), and so we can pro-
ject our current “best guess” for the exit wave into the dif-
fraction plane,

WnðqÞ ¼ F½wnðrÞ�: (4)

Next, we assume that the measured intensity profile IðqÞ is
proportional to jWðqÞj2 or, equivalently, that the two profiles
have the same amplitude ð

ffiffiffiffiffiffiffiffiffi
IðqÞ

p
¼ jWðqÞjÞ. We apply this

relation as a constraint by multiplying the phase of our guessed
diffraction pattern into the amplitude of our measurement,

W0nðqÞ ¼
WnðqÞ
jWnðqÞj

ffiffiffiffiffiffiffiffiffi
IðqÞ

p
: (5)

The third step in the process is simply the inverse of Eq. (4),
which returns an updated exit wave,

Fig. 1. (Color online) Diagram of key quantities in a diffraction model.

Coherent light (green) propagates from left to right with a uniform ampli-

tude and phase. After passing through an object plane (blue), the modified

wave field is given by wðrÞ. The light then propagates to a detector plane

(red), where its amplitude and phase are given by WðqÞ. A lens may be intro-

duced one focal length before the detector plane. Equations (1) and (2) relate

the two wave fields without and with the lens, respectively.
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w0nðrÞ ¼ F�1½W0nðqÞ�: (6)

The final assumption is that wðrÞ is nonzero only within
some finite region r 2 S (often called the “support region” or
“support mask”), which is no larger than half of the overall
reconstruction space in any direction.16,17 The ER and HIO
algorithms differ only in how they apply this constraint. In
ER, it is applied quite directly,

wnþ1ðrÞ ¼
w0nðrÞ; r 2 S;

0; r 62 S:

(
(7)

The ER method (as its name suggests) guarantees that the
squared-error between jWnðqÞj2 and IðqÞ is reduced on every
iteration. However, it is vanishingly unlikely that a path
exists from the initial guess to the correct answer that does
not sometimes require increasing the error. For this reason,
an iteration of HIO replaces Eq. (7) with

wnþ1ðrÞ ¼
w0nðrÞ; r 2 S;

wnðrÞ � bw0nðrÞ; r 62 S;

(
(8)

where b is an adjustable parameter on the range 0 � b � 1,
typically 0.9. This modification allows a controlled amount
of feedback to remain outside S, leading to a significantly
more relaxed constraint that actually increases the squared-
error, but still tends to improve wnðrÞ within S.

Shrinkwrap15 is not a phase retrieval algorithm in itself,
but rather a method of updating S to provide a stronger

constraint for ER and HIO. The initial S generally allows
many pixels to vary that should be set to zero, which leads to
either stagnation or (at best) very slow convergence.
However, as the rough shape of the aperture begins to
appear, some of these incorrectly unmasked pixels can be
easily identified as regions of very low amplitude. A com-
mon method of shrinkwrap is therefore to take a copy of the
current direct space amplitudes, apply a Gaussian blur filter
ðr � 2 pixelsÞ, then define the new S as all the pixels below
a certain threshold relative to the maximum, thus
“shrinkwrapping” the mask to the object.

There are some ambiguities that these methods cannot
remove. The reconstructed aperture may appear anywhere in
the direct space plane, including wrapped around the edges,
since translation does not affect the magnitude of the Fourier
transform. Similarly, the reconstructed image may appear
upside down, though shrinkwrap (thankfully) breaks the
symmetries that would otherwise allow for a superposition
of the two flipped twin images.15

Still, these algorithms have proven to be highly robust
when applied together and, despite their age, are still a staple
of CDI experiments today. This is, in part, because of how
they complement each other. In optimization terms, ER rap-
idly converges to a local minimum and stays there (much
like a steepest descent method), HIO unstably seeks out a
global minimum, and shrinkwrap reduces the search space,
while also working as a stochastic element that can kick the
reconstruction out of local minima and toward a global mini-
mum.18 One common phase retrieval “recipe” involves alter-
nating �100 iterations of HIO with �10 iterations of ER,
applying shrinkwrap after every iteration. In Sec. III B, we
present a simple software package that allows students to
play with this recipe to see how different number of itera-
tions and parameters affect the reconstruction process.

C. Digital image processing

Up to this point, we have discussed diffraction mostly in
idealized terms. Conducting an actual experiment introduces
additional factors for which ideal models do not account.
In a CDI experiment, many of these are related to digital
imaging. Similar considerations appear in other forms
of digital signal processing (DSP). Here, we will discuss
three such principles—noise reduction, dynamic range, and

Fig. 3. (Color online) A flow chart depiction of iterative phase retrieval. The

fast-Fourier transform (FFT) and inverse fast-Fourier transform (IFFT) are

used respectively to project forward or backward between the two wave

functions w and W. In each space, constraints are applied based on known or

assumed attributes of the wave field. Over many iterations, this process can

recover the phase information lost during measurement.

Fig. 2. (Color online) A simulated example of the phase problem, showing (a) a double-pinhole aperture, (b) the amplitude of its Fourier transform at the mea-

surement plane, and (c) the amplitude of the inverse Fourier transform of (b). There are some basic features shared between (a) and (c), most notably a charac-

teristic length between notable features. However, had the phase information been preserved, the two images would be identical. All three images have been

cropped to a quarter of their original size in each dimension to show detail.
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sampling—which, if not handled correctly, can make suc-
cessful phase retrieval almost impossible.

Diffraction measurements typically exhibit two distinct
types of noise, each requiring its own method of removal.
The first type, sometimes called background, occurs when an
unrelated/undesired signal is superimposed over the intended
measurement. For example, light from a nearby window may
fall on the detector while measuring a diffraction pattern.
When such noise cannot be entirely eliminated at its source,
it can instead be characterized and removed through back-
ground subtraction.

The second type of noise, Poisson noise, is a grainy qual-
ity that originates from the probabilistic nature of discrete
photons and electrons. Background subtraction is not a via-
ble option here, since the noise is randomized in each mea-
surement based on a Poisson distribution.19 The width of that
distribution is proportional to the square root of the expected
(i.e., noiseless) measurement. This also implies that the sig-
nal-to-noise ratio increases as the square root of signal. Since
signal is proportional to integration period, the impact of
Poisson noise can be reduced by increasing exposure time.

Dynamic range refers to the ratio between the largest and
smallest values that can be measured in a single readout
event or exposure of the image sensor. On a digital detector,
this is equivalent to the total number of discrete values that
can be output, and is typically represented in bits
ðb bits ¼ 2b valuesÞ. This can cause problems for CDI,
because diffraction intensity often spans several orders of
magnitude on a detector. If the detector does not have suffi-
cient dynamic range, it will not be able to simultaneously
measure the brightest and dimmest regions of a diffraction
pattern; either the bright regions will saturate, or the dim
regions will be dominated by noise. A detector’s dynamic
range can be artificially expanded by summing (or averag-
ing) multiple measurements. The sum of N images taken on
a b-bit detector with exposure time t is effectively the same
as a single image taken with a ðb log 2NÞ-bit detector with
exposure time Nt.

In addition to discretizing intensities, a digital detector
also divides an area into discrete pixels. In CDI, the size and
resolution of the detector determine the size and resolution
of the reconstruction through the Fourier diffraction model
given in Eq. (2). For a detector with N pixels of size pdet

(both measured along a single dimension), the reconstructed
pixels would have size

prec ¼
kf

Npdet

(9)

along the same dimension. Noting that Np represents the
total extent of an image, it becomes apparent that the extent
of the detector determines the resolution of the reconstruc-
tion, and vice versa.

This is not an exhaustive list of possible issues that may
affect a CDI experiment. Other factors may include Bayer fil-
tering on an RGB detector,20,21 etalon-like interference from a
monochromatic beam passing through flat optics,22 or nonlin-
ear response from a detector near its saturation point.23

Moreover, these specific principles are not universal to all
possible experiments. However, identifying the unique limita-
tions of an experiment is perhaps the most universally applica-
ble learning outcome of any physics instructional laboratory.

III. MATERIALS

A. Apparatus

The low-cost and highly portable setup shown in Fig. 4
was developed as a way of maintaining the hands-on aspects
of laboratory classes amid the widespread restrictions on in-
person gatherings during 2020. Depending on the resources
available to an instructor, the same apparatus can easily be
assembled on an optical table with professional-grade equip-
ment. An example of such an “upgraded” apparatus, as well
as a list of the specific products used in both versions, is
available as a supplementary material.

This experiment has five primary components—laser,
beam expander, aperture, Fourier lens, detector—as shown
in Fig. 4. The laser provides illumination. Any visible laser
diode can work for this laboratory, although care should be
taken to assure eye safety depending on the power level. The
beam expander (two converging lenses separated by the sum
of their focal lengths) ensures that the beam is wide and col-
limated. A custom aperture is placed in the expanded beam,
producing a diffraction pattern that then passes through the
Fourier lens (so named to distinguish it from lenses used in
the beam expander). Finally, a detector is placed in the back
focal plane of the Fourier lens (i.e., one focal length of the
Fourier lens beyond the object).

Students may find the focal plane by minimizing the spot
size formed by the laser on the detector. To avoid damage,
however, the focused spot should not be left on the detector
for an extended period. The distance from the aperture to the
Fourier lens does not impact the scale of the diffraction fea-
tures (Eqs. (3) and (9) have no z, only f). However, this dis-
tance does determine how spread out the diffraction pattern
is when it passes through the lens. If a student finds that the

Fig. 4. (Color online) A low-cost, portable apparatus capable of performing CDI. The beam from a laser is broadened using a beam expander, then passed

through an aperture and Fourier lens. At the focal plane of the lens, the light intensity profile is measured using a lensless camera. A green line representing the

approximate path of the beam has been added to help with visualization.
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diffraction pattern cuts off outside of a circular window, it is
likely because the aperture is too far from the lens.

The detector can come from any digital camera, provided all
lenses can be removed. If the pixel pitch (i.e., size) is not given
in the camera specifications, it can often be found by searching
“[camera model] image sensor” online. Failing this, it may be
estimated by dividing the height or width of the detector by the
number of pixels in that dimension. Similarly, if the bit depth
(i.e., dynamic range) is not given, it can be found by examining
the output values of a saturated image.

Students may make their own apertures out of any mate-
rial that can block the laser while still being thin enough to
pierce with a needle or scalpel. We recommend having stu-
dents use a fine needle to punch holes in a piece of construc-
tion paper. Using Eq. (9) and the required dimensions of the
support region S, one can show that the aperture must be
contained within a square no larger than

Lmax ¼
Nprec

2
¼ kf

2pdet

(10)

on any given side. The pinholes may be in any arrangement
within that region.

For the setup shown in Fig. 4, we used part of an Eisco
Labs kit, which also included several lenses, two single-
lens mounts, a flat sample mount, and several other compo-
nents that are not needed for this experiment. At the time
of writing, similar optics kits typically cost between
US$100 and US$200. We also designed and 3D-printed
some additional pieces compatible with the rail kit, includ-
ing mounts for the laser, detector, and a third lens.
Coherent light is provided by a 532 nm diode laser in an
aluminum block with an angled IR filter mounted on the
front (custom machined).

Fig. 5. (Color online) Screenshots of a reconstruction completed in the Interactive CDI application. The aperture consisted of four small holes in a sheet of con-

struction paper. In the top screenshot, the diffraction (reciprocal space) amplitude and phase are displayed beside some image processing options. The recipro-

cal phase profile, initially randomized, takes on the intricate patterns seen here during reconstruction. In the bottom screenshot, the aperture (direct space)

amplitude and phase are displayed beside the automatic reconstruction controls. Stray fibers from the paper, each approximately 20 lm in thickness, partially

occlude the pinholes.
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B. Software

The best image acquisition software for this experiment
will vary depending on the image detectors being used.
Many scientific detectors come with their own software,
which provides straightforward access to many low-level
imaging parameters. For nonscientific detectors (such as a
webcam), this level of control may be more difficult to find.
In general, however, any software that can lock the camera
to a particular exposure time and analog gain level should be
sufficient. Preferably, images should be saved in a lossless,
uncompressed format such as TIFF.

For general image viewing and basic processing, we rec-
ommend the free and open-source software ImageJ.24–26 For
phase retrieval, we have developed an Interactive CDI appli-
cation,27 shown in Fig. 5. There are other phase retrieval
applications that are more robust, optimized, and feature-rich
than ours, though these are primarily focused on more
advanced techniques such as Bragg CDI28–32 or ptychogra-
phy.33–36 By contrast, our software was specifically designed
as a first exposure to CDI. Both the compiled application and
the Python source code are freely available online.27

IV. CONCLUSION

This experiment has been implemented as part of the
advanced undergraduate physics instructional laboratory
course (Physics 245 “Experiments in Contemporary
Physics”) at Brigham Young University. The course’s laser
optics unit spans eight three-hour classes, with the last two
dedicated to CDI. Working in groups of two or three, our stu-
dents generally find that two classes is sufficient time to
obtain the two-pinhole image and begin exploring other ave-
nues. Teaching only the CDI experiment without the rest of
the unit would likely take a bit longer, since much of the
apparatus (laser, aligning optics, beam expander, and detec-
tor) is set up during those first six days.

Depending on the time allotted to this unit and the desired
learning outcomes, there are several possibilities for expan-
sion. To build intuition with both diffraction and Fourier
transforms, students may replace the double-pinhole with
more complicated apertures, making observations on the
relationship between the direct and reciprocal domains. For
additional training in digital image processing, students may
try to introduce, characterize, and digitally remove more
complicated sources of noise (such as a dynamic external
light source). Finally, for a much more in-depth study of
phase retrieval or simply as a programming project, the
Interactive CDI repository has a “do-it-yourself” branch with
the same structure as the original, but with key phase
retrieval functions left undefined.

As with the myriad other niche topics touched on in an
undergraduate education, we recognize that it is unlikely that
most students will pursue a career in CDI. However, this
experiment uses knowledge applicable to many technical
fields. By teaching these principles and skills through appli-
cation, we hope to better prepare the next generation of phys-
icists for a wide range of potential careers.

SUPPLEMENTARY MATERIAL

Please click on this link to access the supplementary mate-
rial to assist instructors wishing to implement this lab. The
first item, “Supplemental Document,” contains additional

details about the apparatus shown in Fig. 4, as well as an
alternative apparatus that trades portability and low cost for
stability and precision. The product number(s) of each com-
ponent are tabulated. The second supplemental item, “Optics
Mounts,” is a compressed directory containing 3D-printable
mounts used in the portable setup (Fig. 4). Print readers can
see the supplementary material at https://doi.org/10.60893/
figshare.ajp.c.7718444.
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