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ABSTRACT

Recent breakthroughs in nuclear fusion, specifically the report of reactions exceeding scientific breakeven at the National Ignition Facility
(NIF), highlight the potential of inertial fusion energy (IFE) as a sustainable and virtually limitless energy source. However, further progress
in IFE requires characterization of defects in ablator materials and how they affect fuel capsule compression. Voids within the ablator can
degrade energy yield, but their impact on the density distribution has primarily been studied through simulations, with limited high-
resolution experimental validation. To address this, we used the x-ray free-electron laser (XFEL) at the matter in extreme conditions (MECs)
instrument at the Linac coherent light source (LCLS) to capture 2D x-ray phase-contrast (XPC) images of a void-bearing sample with a com-
position similar to inertial confinement fusion (ICF) ablators. By driving a compressive shockwave through the sample using MEC’s long-
pulse laser system, we analyzed how voids influence shockwave propagation and density distribution during compression. To quantify this
impact, we extracted phase information using two phase retrieval algorithms. First, we applied the contrast transfer function (CTF) method,
paired with Tikhonov regularization and a fast optimization approach to generate an initial phase estimate. We then refined the result using a
projected gradient descent (PGD) method that works directly with the sample’s refractive index. Comparing these results with radiation adap-
tive grid Eulerian (xRAGE) radiation hydrodynamic simulations enables identification of model validation needs or improvements. By calcu-
lating phase maps in situ, it becomes possible to reconstruct areal density maps, improving understanding of laser-capsule interactions and
advancing IFE research.
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I. INTRODUCTION

Energy is fundamental to humanity, playing a crucial role in our
daily lives as it revolves around its production and use.1 Currently, the
world’s energy needs are met by a combination of fossil fuels—such as
coal, oil, and natural gas—and cleaner alternatives, including biofuels,
solar, wind, tidal, and nuclear energy. However, fossil fuels remain the
dominant energy source, accounting for�80% of the world’s energy.1,2

Although cleaner methods have been promoted and are implemented
in some places worldwide, each method has drawbacks and/or practi-
cal limitations.1 Among the possible energy production methods,
nuclear fusion is one of the most promising ones, since it has the
potential to generate significantly more energy than all the other sour-
ces, is environmentally friendly, and the fuel is virtually limitless.

Since the 2022 breakthrough at NIF, where scientists demon-
strated a yield from a nuclear fusion reaction exceeding scientific
breakeven for the first time,3,4 followed by additional breakeven experi-
ments,5–9 interest and development in fusion energy have surged both
in fundamental and applied research, with potential for commerciali-
zation.10–12 Despite the promising results from NIF that demonstrate
the viability of this approach, maximizing energy yields required for
practical ICF-based powerplant applications remains a challenge due
to several factors.11,13,14 Defects or voids in the ablator have been iden-
tified as a major contributor to energy yield degradation,15–20 adding
an additional layer of complexity to existing challenges for future ICF-
based powerplants. Maximizing energy yields necessitates the analysis
of the complex, nonlinear dynamics of laser-driven compression in the
fuel capsule material, particularly when defects, such as voids, are pre-
sent in the ablator layer. Characterizing the interaction of laser-
induced shockwaves with these defects at different stages of void
collapse in an experimental setting is crucial since the underlying
microphysics can drive the formation of hydrodynamic instabilities in
ICF experiments,21,22 which must be effectively understood and miti-
gated to optimize energy yield.

Although several experimental studies have investigated void-
shock interactions,23–29 further research is needed to investigate these
dynamics in solid ablator materials under ICF-relevant conditions

with high resolution. Some studies have advanced ICF science by per-
forming edge-enhanced radiographic and XPC imaging of shocked
materials under ICF-relevant conditions using laser-driven backlighter
sources.30–35 While backlighters remain a widely used diagnostic tool
due to their flexibility and collocation with high power laser facili-
ties,30,31 they face several limitations, including low signal-to-noise
ratio, reduced spatial resolution, limited spectral brightness and coher-
ence, and potential contamination of the image by self-emission from
the target material.33 These drawbacks can hinder the ability to resolve
fine-scale features critical to understanding shock dynamics, especially
with targets composed of multiple materials. Collectively, these studies
have demonstrated that laser-driven XPC imaging is a promising diag-
nostic for high-energy-density and ICF experiments, offering
enhanced sensitivity to density gradients and enabling imaging of
shock fronts and material interfaces. However, in contrast to these sys-
tems, XFELs provide higher spectral brightness, superior spatial coher-
ence, and increased spatial resolution, making them a more powerful
tool for probing dynamic processes in complex, multi-material
systems.

To this end, our team conducted experiments at the LCLS MEC
hutch, capturing single-shot XPC images of void-shockwave interac-
tions. In this experimental configuration (see Fig. 1), phase-contrast
enhances the visibility of low-absorption samples by converting phase
variations (i.e., electron density variations) into amplitude modulations
on the detector. This enables high-resolution observation of subtle
sample variations in the recorded images that would not be detectable
via absorption-based contrast and phase retrieval reconstructions.
Previous studies from the team have analyzed the physics of void col-
lapse at extreme conditions, with key contributions from Pandolfi
et al.,36 Hodge et al.,37 Kurzer-Ogul et al.,38 and Leong et al.,39 whose
combined experimental and simulation efforts have established foun-
dational work in this area. Specifically, Leong et al.39 constructed a
method to evaluate the reliability of xRAGE void collapse simulations.
This approach integrated speckle-based and propagation-based XPC
imaging principles into a unified phase retrieval algorithm, outper-
forming each technique individually. This method leveraged the

FIG. 1. Schematic of the in-line holographic XPC imaging setup where 18 keV x-rays are focused by 95 beryllium compound refractive lenses (CRLs), bringing the x-rays to a
focus 278mm after the lenses. Divergent x-rays expand out in a cone, illuminating the sample at a distance z01¼63.5 mm from the focus, and an XPC image is recorded on
the Zyla camera z12¼4669mm away from the sample. Note: This figure is not drawn to scale.
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speckle pattern and phase contrast that emerge during free-space light
propagation in speckle-based XPC imaging to reconstruct both the
slow- and fast-varying phase features of the sample from single XPC
images. The retrieved experimental phase reconstructions were then
compared with the phase generated by xRAGE under the same shock
conditions, highlighting similarities and discrepancies between simula-
tion and experiment.

The work presented here builds on previous work by Leong
et al.39 In their method, a speckle pattern is required for reconstruc-
tion, but the approach presented here is broadly applicable to any
setup. Specifically, we applied a phase retrieval approach that utilizes
the contrast transfer function method based on the fast alternating
direction method of multipliers (CTF-fADMM),40,41 which we used to
initialize the projected gradient descent (PGD)42 method, to assess the
accuracy of hydrodynamic simulations at these respective collapse
stages. The analysis of various collapse stages is critical to develop a
complete understanding of void-shock interactions and could provide
insight into the details of hydrodynamic instability formation.
Furthermore, we apply the method proposed here on the same dataset
as Leong et al.39 to demonstrate improvement of the simulated and
experimental phase reconstructions (see Appendix B) presented in
that manuscript. By comparing simulated and experimental phase
reconstructions at various collapse stages, researchers can mitigate
defects to increase energy yield and properly tune the simulation
parameters to match experimental data.

The remainder of this paper demonstrates the effectiveness of ini-
tializing the PGD phase retrieval method with CTF-fADMM to
achieve qualitatively accurate phase reconstructions. In particular, we
construct a forward model using xRAGE and assess the accuracy of
our phase retrieval approach by first applying it to simulated
unshocked and shocked voids, where the ground truth is known. The
parameters refined through these simulations are then applied to
reconstruct the corresponding experimental images. By comparing
reconstructions from simulation and experiment, this framework
allows us to identify potential discrepancies and assess whether they
arise from missing physical effects or the need for further parameter
refinement within the xRAGE hydrodynamic code. We evaluated the
fidelity of the phase retrieval method on the basis of its consistently
strong performance across multiple cases. Section II includes sample
details and describes the experimental configuration and parameters
used to produce the XPC images. Next, in Sec. III, we outline the
mathematical framework describing both the physical process of cap-
turing single-shot experimental XPC images and the forward modeling
of synthetic white field and sample XPC images. Using this framework,
in Sec. IV, we create synthetic white-field and sample XPC images that
closely replicate the characteristics of the experimental images, ensur-
ing a high degree of accuracy in reproducing the observed data. We
then applied our flat-field correction (FFC) scheme to both synthetic
and experimental datasets to generate FFC XPC images, demonstrat-
ing that optimal performance requires the combined use of principal
component analysis (PCA)43 and image registration.44 Finally, in Sec.
V, we analyze and compare the phase retrieval results obtained from
synthetic FFC XPC images with those obtained from the experimental
data.

II. SAMPLE AND EXPERIMENTAL SETUP

For our laser-shock compression experiment, the samples con-
sisted of SU-8 photoresist (1.185 g=cm3) embedded with a hollow

SiO2 shell (2.65 g=cm3) as proxies to the ablator and void, respectively.
A 25lm layer of black Kapton was glued on the drive surface to miti-
gate the laser inhomogeneities at the ablation surface and ensure pla-
narity of the shock front around the void. The SiO2 shell has an outer
diameter of �40lm, whereas the SU-8 photoresist layer is �400lm
thick along the x-ray beam propagation direction. These materials
were selected based on their shock properties and response, which
closely resemble those of materials used in ICF experiments.18,45,46

Additionally, the use of commercial SiO2 shells as a proxy for voids
enables precise control over the void size such that laser-shock com-
pression can be performed with minimal variations between samples,
enabling consistent reconstruction of the evolution of the system from
a series of single-shot data. Although voids in actual ICF experiments
are not composed of hollow SiO2 shells, hydrodynamic xRAGE simu-
lations indicate that ablators containing SiO2 voids exhibit similar evo-
lution, deformation, and polymer density compared to spherical voids
at early times.36 This similarity makes ablators composed of SiO2 a
suitable surrogate for experimental studies. While our experiment
utilized voids larger than those typically found in ICF ablators, the
early-time shock-bubble interaction (SBI) dynamics we observe
remain relevant to the case of shocks interacting with ablator voids in
ICF. These voids reside deep in the ICF ablator and will initially inter-
act with the shock front before encountering the ablation front, thereby
producing density perturbations as a result of classical hydrodynamic
processes.20 At these early times, key physical processes, such as the
reflected and transmitted shock dynamics and baroclinic vorticity
deposition, scale with acoustic impedance and density/pressure gra-
dients. Although ablative stabilization plays a crucial role in suppress-
ing instabilities originating from surface imperfections in ICF ablators,
it does not prevent the growth of Rayleigh–Taylor instabilities (RTI)
deeper within the ablator. There, the ablation front encounters density
perturbations seeded by void-shock interactions, which can be ampli-
fied via ablative RTI. These ablation flows will move the vorticity from
the void interface to the lighter of the two fluids, thereby driving jet-
ting.47 In this experimental work, we focus on the generation of the ini-
tial density perturbations and neglect the effect of the ablation front,
which occurs at later times. Furthermore, radiation effects are negligi-
ble in our experiment, whereas in the ICF case, radiation primarily
acts to modify the acoustic impedance through material preheating.38

Studying void collapse at this larger scale serves as a foundational step
toward constraining radiation-hydrodynamic simulations such as
xRAGE. These results can be scaled to smaller voids and faster shock
conditions relevant to ICF using the dimensionless time parameter23

s ¼ tW
R

; (1)

where W is the shock velocity, R is the initial radius of the void, and t
is the dimensional time. In the ICF case, largerW and smaller R result
in higher values of s being reached more rapidly compared to the con-
ditions in our LCLS experiment. The images we provide in this article
show relatively small s.

We conducted an XPC imaging experiment at the MEC instru-
ment at LCLS. The experimental setup and parameters were the same
as those described by Kurzer-Ogul et al.,38 Pandolfi et al.,36 and Leong
et al.39 and are illustrated in Fig. 1. Our setup employed an in-line digi-
tal holography technique, which enables high-resolution, time-resolved
imaging under photon-starved conditions. This simple configuration48
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allows for single-pulse, full-field imaging with simultaneous phase and
amplitude contrast.43 These attributes make the in-line setup particu-
larly well-suited for studying complex dynamic systems, especially
those with low absorption, where conventional absorption-based
imaging techniques may struggle to provide sufficient contrast.

As depicted in Fig. 1, a shock wave propagating through the sam-
ple was generated by laser ablation at the sample surface. We used the
MEC long-pulse laser (kdrive ¼ 527nm) with a 10ns flat-top laser pulse
to deliver a total of 79.95 J of energy, generating a shockwave that inter-
acts with the void. To image this interaction, 95 beryllium compound
refractive lenses (CRLs) focused the x-rays 278mm after the Be CRLs,
with the sample positioned 63.5mm beyond the focal point. The focal
spot size in this experiment was not directly measured; however, prior
studies employing similar optical configurations have reported focal
spot sizes in the range of �100–200nm.49 While this range suggests
the potential resolution achievable with our setup, the actual resolution
is ultimately limited by the system’s point spread function (PSF), which
we estimated to be �400 nm, as discussed in Appendix D. Divergent
18 keV x-rays (0.2% bandwidth49) from the focal point illuminated the
sample, and single-shot XPC images were recorded at a distance of
4669mm from the sample, with a 2� objective lens providing a total
XPC image magnification of 74.4� on a Zyla detector with physical
pixel size dx ¼ 6:5lm. The optical configuration included a phase cor-
rector, designed to manipulate the wavefront’s phase profile in order to
compensate for optical aberrations. Assuming the paraxial approxima-
tion50 and using the Fresnel scaling theorem described by Paganin,51 a
Fresnel diffraction pattern captured under divergent illumination can
be transformed to correspond to plane wave illumination52 by scaling
the physical detector pixel size (dx) and sample-to-detector propaga-
tion distance (z12) according to the magnification factor M. Defining
the magnification as M ¼ z02=z01 ¼ ðz01 þ z12Þ=z01, the effective
propagation distance (zeff ¼ z12=M) and the effective pixel size
(dxeff ¼ dx=M) were calculated as 62.73mm and 43.67nm, respec-
tively. Here, z01 is the source-to-sample distance, and z02 is the source-
to-detector distance. With these scaled parameters, the Fresnel number
can be converted into an effective Fresnel number, written as40,43

Freff ¼
dx2eff
zeff k

: (2)

Here, dxeff is the smallest characteristic feature size of the sample, cor-
responding to the effective pixel size, and k is the XFEL wavelength.
Small Fresnel numbers (Freff � 1) indicate the holographic regime,
while larger values (Freff � 1) correspond to the direct-contrast (edge-
enhancement) regime.40,43 For this study, we operate up to the holo-
graphic regime with Freff as small as 4.41� 10�4, which corresponds
to the smallest feature that we image in this study. This configuration
enhances the ability to visualize dynamic phenomena, magnifying the
features of interest. These attributes make it a powerful and versatile
method for studying complex processes, such as void collapse.

XPC imaging allows visualization of the shock front, enabling a
precise and direct measurement of its propagation within the sample
and shock speed variations over time. For the drive conditions previ-
ously described (i.e., 10 ns flat-top drive delivering � 80 J), the mea-
sured shock speed (Us) is 19.7 (6 0.1) km/s, which corresponds to a
pressure of 270 (6 10) GPa according to the polyamide EOS.53 Due to
the initial density and shock property similarities between polyamide
and SU-8, the polyamide EOS is considered to be a reasonable

surrogate for modeling SU-8 under shock loading. These conditions
are crucial in understanding void-shock interactions in the high-
energy-density (HED) regime, offering valuable insights into direct-
drive implosion concepts using glow-discharge polymer (GDP) or pol-
ymethyl methacrylate (PMMA) ablators. These interactions occur on
timescales comparable to the onset of Rayleigh–Taylor (RT) instabil-
ities,54,55 making them particularly relevant for studying implosion
dynamics.

III. XPC IMAGE FORMATION

Generally, assessing the accuracy of phase retrieval algorithms
would require access to the ground truth phase associated with the
experimental images. However, because our sample is destroyed upon
interaction with the compressive shockwave, obtaining ground truth
data is not possible. Therefore, validating our experimental reconstruc-
tions necessitates the use of simulations that replicate the conditions of
the experiment. To ensure a one-to-one correspondence between sim-
ulation and experimental XPC image data, we present a method that
can generate realistic synthetic XPC images that account for blur,
speckle, and noise that are present in our experimental XPC images.
Other factors that we consider in Sec. IV include the pointing stability
of the XFEL beam, the real space size of the XFEL beam, and the aper-
ture of the Be CRL that limits the field of view (FOV) of our sample. In
the following, we present our approach for simulating realistic XPC
images in the holographic regime (Freff � 1) for validation purposes.
However, this can also be generalized to simulate XPC images in the
direct-contrast regime (Freff � 1). In this context, we assume the pro-
jection approximation51 and write the transmission function of our
object as

Tðx; yÞ ¼ exp i/ðx; yÞ � lðx; yÞ½ �ð Þ; (3)

where /ðx; yÞ and lðx; yÞ encapsulate the phase shifting and attenua-
tion properties of the object, respectively. Derivation of Eq. (3) can be
found in Appendix A. If we denote the wavefield that illuminates our
object as w0ðx; yÞ, the complex exit wave (EW) of the object can be
expressed as

wEWðx; yÞ ¼ w0ðx; yÞ � Tðx; yÞ; (4)

where w0ðx; yÞ contains both the illumination amplitude and phase
immediately after the object, which are unknown and must be
determined.42

To compute the complex wavefield at the detector plane located
at a distance zeff , we use the Fresnel propagation transfer function (TF)
kernel,56 written as

Hðfx; fyÞ ¼ eikzeff exp � ipðf 2x þ f 2y Þ
Freff

 !
: (5)

Here, ðfx; fyÞ represent the 2D spatial frequency coordinates corre-
sponding to ðx; yÞ. The inclusion of Freff accounts for the cone beam
geometry used in capturing XPC images. The derivation of this equa-
tion, along with the associated sampling conditions, is provided in
Appendix A.

Given Eq. (5), we can construct the Fresnel free-space propagator
operator for cone beam geometry as

DFreff wEWðx; yÞ� � ¼ F�1½F wEWðx; yÞ� � � Hðfx; fyÞ�: (6)
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In this expression, F and F�1 represent the Fourier transform and its
inverse, respectively. Taking the squared modulus of Eq. (6) yields

Iðx; yÞ ¼ PoissonðjDFreff wEWðx; yÞ� �j2 	 PSFðx; yÞÞ; (7)

where we consider an XPC intensity image primarily contaminated
with Poisson noise57 given our experimental conditions. Additionally,
for modeling, we assume that the XPC image is dark-field corrected.
The point spread function, PSFðx; yÞ, is included here to encapsulate
all distortions introduced by the optical system, including aberrational
effects of the system, geometrical distortions caused by the scintillator,
and partial coherence of the x-rays. Equation (6) consists of linear
operators, but the introduction of the squared modulus and noise in
Eq. (7) eliminates the possibility of a straightforward inverse transfor-
mation to recover the phase, thereby transforming the problem into a
nonlinear inverse problem. Furthermore, the problem becomes under-
constrained because our transmission function involves complex varia-
bles, while the detector data are real valued. Therefore, we incorporate
a phase retrieval method to solve the phase problem given a single
XPC image. Using Eq. (7), we will generate synthetic XPC images
comparable to those captured experimentally, providing a one-to-one
comparison between simulation and experiment.

IV. FORWARD MODELING AND IMAGE
PREPROCESSING

To benchmark our experimental images, we simulate XPC image
formation using the equations outlined in Sec. III. Similar to Leong
et al.,39 we construct a forward model for two cases: (1) a static sample,
where a hollow SiO2 void is embedded in SU-8 with no shockwave
present, and (2) a dynamic sample, where the same sample undergoes
shock compression. We refer to these cases as the “static” and
“dynamic” images, respectively, throughout the remainder of this

manuscript. Additionally, we construct white fields for each of these
cases using this forward model approach to replicate the white fields
captured experimentally.

For optimal phase reconstructions, we apply preprocessing
techniques—background subtraction, flat-field correction, and decon-
volution—to the simulated XPC images in Subsec. IVA and the exper-
imental images in Subsec. IVB. To ensure more consistent and
accurate phase reconstructions, the exterior regions beyond the limited
FOV are extended using edge values within the sample FOV.

A. Synthetic simulations and preprocessing for phase
retrieval

To generate synthetic XPC images that closely resemble experi-
mental data, several key components of the optical system must be
considered for meaningful comparisons: (1) the illumination beam
that interacts with the sample, (2) the influence of speckle on the
CRLs, (3) the physical characteristics of the void, (4) the system’s PSF
contributing to XPC image blurring, and (5) the presence of noise
inherent to the imaging process. Collectively, these factors are critical
as they impact the accuracy of phase reconstructions.

We begin by modeling Eq. (4) step by step, as illustrated in Figs. 2
and 3, assembling all necessary components in the z01 plane. Once the
components are fully constructed, we apply Eq. (7) to generate the
final synthetic in-line holograms. As a first step, we model w0ðx; yÞ in
Eq. (4) for both the static and dynamic cases, denoted as w0;sðx; yÞ and
w0;dðx; yÞ. Separate synthetic illumination functions are constructed to
account for variations in illumination conditions, including amplitude
fluctuations and pointing stability between images in these datasets. As
outlined in Sec. III, the illumination amplitude and phase of w0;sðx; yÞ
and w0;dðx; yÞ are unknown. In our case, the phase of the illumination
beam can be approximated as a constant, since we assume that the

FIG. 2. White field XPC image forward model for constructing synthetic white field images that are used for flat-field correction for the synthetic static and dynamic image cases.
The model was constructed in the order of (a)–(d). This model incorporates illumination beams, accounting for beam shifts, the super-Gaussian profile, and the top-hat function
[Eq. (8)] shown in (a), the CRL lens speckle [Eq. (9)] shown in (b), and the exit wave [Eq. (10)] shown in (c). The exit wave is propagated using Eq. (7) to construct white fields
at distance zeff , shown in (d). Note: Although the schematic depicts only the static illumination case, the procedure is the same for the dynamic case. Additionally, the images
for wj

0;s, Tspeckle, and wEW ;0;s are inherently complex but are depicted as real images for illustration purposes.
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wavefront phase curvature varies sufficiently slowly. This results in a
uniform phase offset that can be adjusted in the final stage of the phase
retrieval process. Consequently, we focus mainly on the illumination
amplitude and factors such as beam type, beam size, beam pointing
stability, and beam fluctuations to construct and estimate w0;sðx; yÞ
and w0;dðx; yÞ. To avoid redundancy, we define w0;qðx; yÞ, where
q 2 s; d denotes either the static (s) or dynamic (d) image. With this
notation, the illumination beam w0ðx; yÞ in Eq. (4) can be fully
expressed for the static and dynamic cases as follows:

wj
0;qðx; yÞ ¼ Aj

0;qðx; yÞ � w0;superGaussianðx; yÞ � w0;tophatðx; yÞ: (8)

Here, Aj
0;q is a random variable that varies from shot to shot and takes

on different peak amplitude values j, obtained from the 2D Gaussian
fits described in Appendix C. The functions w0;superGaussian and w0;tophat
represent the super-Gaussian and tophat profiles, respectively. Peak
shifts extracted from the 2D Gaussian fits (Appendix C) were applied
to w0;superGaussian to model the pointing stability of the XFEL beam.
While this approach does not fully capture the slight changes in the
wavefront’s angle of incidence on the sample, it is sufficient for our
purpose, as the primary goal was to reproduce the observed intensity
fluctuations between pulses. Additional details on constructing these
illumination functions can be found in Appendix C. While Eq. (8) gen-
erally represents a complex-valued illumination field with both ampli-
tude and phase components, we assume the phase curvature varies
slowly, as previously discussed. Therefore, in our implementation, we
treat Eq. (8) as real-valued. However, we acknowledge that in the gen-
eral case it should be considered complex, as the experimental wave-
front is inherently complex. Equation (8) was used to construct
synthetic illumination datasets consisting of 50 images each (j¼ 50),
which is comparable to the number of white field images recorded

experimentally. The object beam illumination presented in Eq. (8) is
shown in Figs. 2(a) and 3(a).

Next, we model the influence of the lens-induced speckle and the
sample in the XPC image formation process using the transmission
function Tðx; yÞ in Eq. (4). This function captures both the sample
properties and imperfections in the CRLs that introduce speckle along
the x-ray path, such as dust particles and lens defects. Since the lens-
induced speckle, static sample, and dynamic sample exhibit distinct
phase-shifting and absorption characteristics, we define a separate
transmission function for each. We begin by defining the transmission
function for the CRL speckle, written as

Tspeckle ¼ exp i/speckleðx; yÞ � lspeckleðx; yÞ
� �� �

; (9)

where we assume the CRLs to be infinitely thin, such that their sole
contribution to the optical system is captured by the multiplicative
speckle term Tspeckle. To model the experimental speckle (/speckle and
lspeckle), we generated a synthetic 3D vacuum-filled box filled with ran-
domly distributed ellipsoidal SiO2 particles, following the approach of
Leong et al.39 By projecting along the z direction of the 3D box (x-ray
beam direction) we obtained 2D phase and attenuation maps (/speckle
and lspeckle) that can be inserted into Eq. (9) to give the full contribu-
tion of the CRL speckle. The speckle contribution is shown in Figs.
2(b) and 3(b). By combining Eqs. (8) and (9), we can express the total
exit wave (EW) of the illumination and speckle (for generating syn-
thetic white fields) as

w0;EW;qðx; yÞ ¼ w0;qðx; yÞ � Tspeckleðx; yÞ; (10)

which fully characterizes the complex beam-speckle interaction in the
z01 plane and is shown in Fig. 2(c). This expression captures the

FIG. 3. Static/dynamic XPC image forward model. The model was constructed in the order of (a)–(f). This model includes the illumination beams [Eq. (8)] shown in (a), the
CRL lens speckle [Eq. (9)] shown in (b), the transmission function of the sample without speckle [Eq. (11)] shown in (c), the transmission function with speckle [Eq. (14)] shown
in (d), and the exit wave of sample [Eq. (15)] shown in (e). The exit wave is propagated using Eq. (7) to construct static and dynamic XPC intensity images at distance zeff
shown in (f). Note: Although the schematic depicts only the static sample case, the procedure is the same for the dynamic case. Additionally, the images wj

0;s, Tspeckle, Ts,
Ts;total , and wEW ;s are inherently complex but are depicted as real images for illustration purposes.
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combined contribution of the illumination profile and the speckle pat-
tern introduced by the CRL at this plane.

Next, we define a transmission function to describe the contribu-
tions of the static and dynamic sample

Tqðx; yÞ ¼ exp i/qðx; yÞ � lqðx; yÞ
� �� �

: (11)

Specifically, the 2D phase and attenuation maps (/s and ls) for our
static sample in Eq. (11) were generated using the analytical equation
of a sphere, written as

/s ¼ �k � dSU8 tSU8 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2out � ðx � xcÞ2 � ðy � ycÞ2

q� �

þ dSiO2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2out � ðx � xcÞ2 � ðy � ycÞ2

q�

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2in � ðx � xcÞ2 � ðy � ycÞ2

q �
; (12)

and

ls ¼ k � bSU8 tSU8 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2out � ðx � xcÞ2 � ðy � ycÞ2

q� �

þ bSiO2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2out � ðx � xcÞ2 � ðy � ycÞ2

q�

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2in � ðx � xcÞ2 � ðy � ycÞ2

q �
; (13)

which projects the sample onto a 2D plane, as shown in Fig. 3(c).
Here, d and b correspond to the real and imaginary parts of the refrac-
tive index (see Appendix A) for their respective material. The parame-
ters xc and yc represent the offset coordinates of the void, dout and din
represent the outer and inner void diameters, respectively, and tSU8 is
the SU-8 thickness along z. However, because of the nonlinear and
complex nature of shock compression, Eqs. (12) and (13) cannot be
applied to generate dynamic phase and attenuation maps. Instead,
xRAGE was used to generate /d and ld for Eq. (11), as it accurately
captures the nonlinear dynamics of the void collapse process. When
constructing these simulations, we did not include material strength
effects, as the melting timescale in this experiment is extremely short
(sub-100 ps). This simplification is justified by the observed agreement
between xRAGE simulations and experimental data.38 Furthermore,
the shock strength exceeds the melt thresholds for both SU-8 and
SiO2, effectively eliminating the consideration of material strength
under these conditions.

The transmission functions for both the static and dynamic sam-
ples must also account for the speckle contribution, since both compo-
nents lie along the same x-ray beam path, as illustrated in Figs. 3(b)
and 3(c). This results in a total transmission function for both the static
and dynamic cases, defined as

Tq;totalðx; yÞ ¼ Tqðx; yÞ � Tspeckleðx; yÞ
¼ expði /qðx; yÞ þ /speckleðx; yÞ

� �
� lqðx; yÞ þ lspeckleðx; yÞ
� �Þ; (14)

which is depicted in Fig. 3(d). By combining Eqs. (8) and (14), we can
express the total EW of the static and dynamic sample in Eq. (4) as

wEW;qðx; yÞ ¼ w0;qðx; yÞ � Tq;totalðx; yÞ; (15)

which fully characterizes the complex beam-speckle-sample interac-
tion in the z01 plane and is shown in Fig. 3(e). This expression captures
the combined contribution of the illumination profile, the transmission
function of the static/dynamic object, and the speckle pattern intro-
duced by the CRLs at this plane. The final components of the forward
model to consider are the geometric parameters of the sample and the
system’s PSF, with details provided in Appendix D.

With all components of our forward models established, we can
now construct the synthetic white field and sample XPC images. The
synthetic white fields, corresponding to the experimental static and
dynamic white field datasets, are obtained by applying Eqs. (7)–(10)

I0;zeff ;q ¼ PoissonðjDFreff w0;EW;qðx; yÞ
� �j2 	 PSFðx; yÞÞ; (16)

producing white field XPC images resembling those in Fig. 2(d). Two
distinct sets of white-field images are required, as the static and
dynamic XPC images were captured under different illumination con-
ditions, with the white fields generated accordingly. Consequently, the
synthetic white-field datasets are used for flat-field correction, each
corresponding to its respective sample XPC image. Similarly, the static
and dynamic XPC images are generated by applying Eqs. (7)–(15)

Izeff ;q ¼ PoissonðjDFreff wEW;qðx; yÞ
� �j2 	 PSFðx; yÞÞ; (17)

producing XPC images resembling those depicted in Fig. 3(f). Given
Eqs. (16) and (17), we have fully constructed synthetic white field and
sample XPC images that closely correspond to the experimental data.
This can be seen by comparing Figs. 4(a) and 4(c) and Figs. 5(a)
and 5(c).

To remove the dependence on w0 in Eq. (4), a flat-field correction
scheme is applied. Typically, this is accomplished by dividing the
static/dynamic XPC images by the average of the recorded white fields,
such as dividing Eq. (17) by the average of the white field images
obtained from Eq. (16). However, due to the stochastic nature of the
XFEL43,58 and the strength of refraction caused by the shockwave,59

this approach is insufficient and more advanced methods must be
applied. Therefore, we apply the FFC method described by Hodge
et al.,37 which combines image registration with principal component
analysis (PCA)43 to enhance visibility of features in the sample and is a
critical preprocessing step prior to phase retrieval. It should be noted
that image registration on its own is insufficent43 and should be used
together with PCA, which is the method used here.

For the image registration procedure, we utilized an image regis-
tration algorithm with the gradient descent optimizer and the
ANTsNeighborhoodCorrelation60 metric from the Python SimpleITK
library.44,61,62 This image registration technique non-diffeomorphically
warps source images using a cross-correlation-based approach to
match their corresponding target images. Although the cross-correla-
tion-based approach is an intensity-based similarity metric, it is per-
formed over small kernels, which mitigates the effects of slow
variations in the illumination. Non-diffeomorphic warping corrects
both shifts and structural changes in the speckle pattern. With this
technique, we aligned the white fields obtained from Eq. (16) to the
first white field in their respective sets, creating new white field datasets
aligned to the first white field. Then, these new white-field datasets
were aligned to their corresponding sample XPC images that were
computed using Eq. (17). This technique effectively reduced the influ-
ence of lens defects and artifacts in the shocked region, which arises
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from the mismatch between white-field and sample XPC images due
to the highly refractive shockwave as seen in Figs. 35(a) and 35(d) in
Subsection 1 of the Appendix E. However, it fails to suppress low-
frequency beam fluctuations, which compromises the effectiveness of
flat-field correction and leads to poor phase retrieval performance.
Thus, PCA is required as a secondary step, as described in Hodge
et al.37 Additional details regarding the parameters used for image reg-
istration can be found in Subsection 1 of the Appendix E.

To correct for the varying beam structure (low-frequency-beam
fluctuations) in the simulated XPC images, we applied PCA to the set
of white field images that had been aligned to the corresponding simu-
lated XPC data.43 For our simulations, we generated 50 white field
images for both the static and dynamic cases and used the full set as
input into the PCA algorithm. For the static XPC image, we found that
it was best to use 20 components, accounting for>85% of the variance
of the XFEL beam. For the dynamic image, we found that omitting the
subtraction of Eavg , as originally described in the PCA flat-field correc-
tion method by Hagemann et al.,43 led to improved phase reconstruc-
tions. Retaining the Eavg subtraction produced phase retrieval results
that were physically inconsistent with the expected response of the
material to the shockwave compression, even when one or multiple
components were considered. In contrast, excluding the Eavg term
resulted in reconstructions that aligned more closely with physical
intuition. Under these conditions, using a single principal component

yielded the most accurate results, whereas including additional compo-
nents degraded the quality of the FFC XPC image and its correspond-
ing phase retrieval result. The final PCA FFC output was obtained by
dividing each static and dynamic XPC image by the synthetic white
field produced by the PCA algorithm, which was generated separately
for each white-field dataset. This correction improved image quality
and enhanced the reliability of phase retrieval.

To compensate for the blurring caused by the optical system, we
deconvolved our synthetic FFC XPC static and dynamic images with
the method proposed by Chan et al.63 In our case, we used a 2D sym-
metric Gaussian function with its standard deviation, r, determined by
fitting an XPC simulated synthetic SiO2 shell to that of an FFC XPC
static image as described in Appendix D. After deconvolution, we
extended the synthetic static and dynamic XPC images radially from
the circular edge of the FOV to the boundary of the computational
domain, as seen in Figs. 4(b) and 5(b). This assumption was based on
the expectation that the exterior values would be extensions of those
within the FOV. While the region outside the sample FOV is
unknown, radially extending these values improved the convergence of
the phase reconstruction within the circular FOV.64 Without this
extension, phase retrieval algorithms interpret the circular aperture’s
edge as a Fresnel fringe, leading to inaccuracies in object phase recon-
struction. By extending the object’s limited FOV, we significantly

FIG. 5. Raw synthetic and experimental dynamic XPC images and their corre-
sponding FFC images using the combination of image registration and PCA.
(a) Raw synthetic dynamic XPC image generated from the equations in Sec. IV.
(b) FFC þ deconvolved image of (a) using image registration, PCA, and deconvolu-
tion with a Gaussian PSF. The exterior of the sample FOV was extended radially
outward from the edges of the sample FOV using 1500 segments. The segments
were enforced to be left/right symmetric. (c) Raw experimental dynamic XPC image.
(d) FFC þ deconvolved image of (c) using image registration, PCA, and deconvolu-
tion with a Gaussian PSF. The exterior of the sample FOV was extended radially
outward from the edges of the sample FOV using 1500 segments. The segments
were enforced to be left/right symmetric.

FIG. 4. Raw synthetic and experimental static XPC images and their corresponding
FFC images using the combination of image registration and PCA. (a) Raw syn-
thetic static XPC image generated from the equations in Sec. IV. (b) FFC þ decon-
volved image of (a) using image registration, PCA, and deconvolution with a
Gaussian PSF. The exterior of the sample FOV was extended radially outward
using edge values of the FOV. (c) Raw experimental static XPC image. (d) FFC
þ deconvolved image of (c) using image registration, PCA, and deconvolution with
a Gaussian PSF. The exterior of the sample FOV was extended radially outward to
the edge of the computational domain.
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enhanced the quality of the phase reconstructions. These synthetic
FFC XPC images were then used as input for the phase retrieval algo-
rithms in Sec. V.

B. Experimental preprocessing for phase retrieval

The experimental XPC images were obtained using the imaging
configuration depicted in Fig. 1 with the XPC intensity image
described by Eq. (7), which encapsulates the entire physical XPC imag-
ing process. To remove dark current, dark-field images were collected
and averaged beforehand and were subtracted from both the experi-
mental white-field and sample XPC images. Additionally, we applied
the “removeOutliers” function in the holoTomoToolbox40 to the white
fields and sample XPC images, improving image quality by filtering
out anomalies. The resulting XPC images are shown in Figs. 4(c) and
5(c). To produce FFC XPC images, we applied the same image regis-
tration and PCA procedure used for the synthetic images in Subsec.
IVA, using all 110 collected white-field images as input to the PCA
algorithm. Furthermore, we extended the sample FOV for both static
and dynamic images following the same method as with the synthetic
images, as shown in Figs. 4(d) and 5(d). These processed images served
as input for the phase retrieval algorithms in Sec. V.

V. PHASE RETRIEVAL METHOD AND RESULTS

As discussed in Sec. III, the inverse problem for a single XPC
image is inherently ill-posed, meaning that a straightforward inverse
transformation cannot uniquely recover the phase. This is solidified by
Eq. (7), which shows that for an object that exhibits both absorption
and phase, there are infinitely many combinations of /ðx; yÞ and
lðx; yÞ (bðx; yÞ and dðx; yÞ) in wEWðx; yÞ that can produce the same
XPC image.65 To overcome this challenge, diversity measurement
schemes, constraints, and/or approximations are necessary to con-
strain the problem and produce an optimal solution.

Diversity measurements are achieved through varying measure-
ment parameters, such as varying zeff ,

66 illumination wavelengths,67,68

illumination angle,69 and lateral probe positions (ptychography)70,71 to
provide redundancy to the data and suppress ambiguous and unrealis-
tic solutions. Common constraints involve the support constraint,72,73

positivity constraint,74,75 and the single material constraint.42,43 Some
approximations used are the linearization of the transport-of-intensity
(TIE) equation76,77 and the transmission function,78–80 both of which
are highly dependent on the experimental configuration and/or the
physical properties of the sample.

Since our samples are dynamic, we cannot employ diversity mea-
surements because it poses a significant challenge to capture multiple
measurements of a void-collapsing sample in a single instance in time.
Additionally, since we are working with an extended multi-material
sample, we cannot enforce the traditional compact support constraint.
To keep the phase retrieval method general for void-shock studies, we
only use the positivity constraint for the case presented here.

The challenges in phase retrieval so far include lens-induced
speckle, single image acquisition, the influence of the PSF, a limited
sample FOV, the presence of multiple materials, and noise. An addi-
tional layer of complexity arises from the sample itself during com-
pression, where large phase gradients (>30 radians) emerge due to the
shockwave interaction. This presents a unique challenge in the high-
energy-density regime that typically requires phase unwrapping tech-
niques to achieve an accurate phase solution. Therefore, we propose

the CTF-fADMM and PGD methods to obviate the need for phase
unwrapping while also providing accurate phase reconstructions. This
is a major advantage over other imaging methods used for ICF studies.

A. CTF-fADMM

A major challenge in phase retrieval, as described by Eq. (7), is
the nonlinear coupling of an object’s amplitude and phase in forming
an XPC image. While iterative phase retrieval algorithms can address
this issue, they are computationally expensive, have no convergence
guarantee, and struggle with reconstructing slowly varying phase pro-
files, leading to significant processing times.42 Additionally, most
methods require phase unwrapping, which further increases computa-
tional complexity, particularly for large phase gradients. To address
these limitations, deterministic approaches such as the CTF method
are employed.79–83 The CTF method is advantageous because we can
express the intensity (XPC image) in reciprocal space, providing a lin-
ear relationship between the intensity and the object’s phase in recipro-
cal space.78,80 To establish this relationship, we consider the Fresnel
diffraction integral [Eq. (6)] in vector form

Tzeff ð~xÞ ¼
�ieikzeff

kzeff

ð
Tð~x 0Þe

ipj~x�~x 0 j2
kzeff d~x 0; (18)

where we assume the paraxial approximation.56,84 Here,~x ¼ ðxx̂; yŷÞ,
~x 0 ¼ ðx0x̂; y0ŷÞ, and Tð~xÞ is defined as the transmission function in
Eq. (3). By squaring Eq. (18) and taking the Fourier transform, we
arrive at the ambiguity function78

F Izeff ð~xÞ
� � ¼ Î zeff ð~f Þ

¼
ð
T ~x � kzeff~f

2

 !
T
 ~x þ kzeff~f

2

 !
e�i2p~x �~f d~x; (19)

where the hat indicates the Fourier transform of that variable and the
asterisk denotes the complex conjugate. By Taylor expanding the
transmission function in Eq. (3) to first order, we obtain

Tð~xÞ ¼ 1� lð~xÞ þ i/ð~xÞ; (20)

where the value 1 represents the unmodulated part of the wavefront.
Inserting Eq. (20) into Eq. (19) and simplifying yields the well-known
contrast transfer function (CTF) equation:79–82

Î zeff ð~f Þ � dð~f Þ ¼ �2 cos
pj~f j2
Freff

 !
l̂ð~f Þ þ 2 sin

pj~f j2
Freff

 !
/̂ð~f Þ: (21)

This equation provides a linear approximation of the relationship
between the Fourier transform of the intensity at a distance zeff and
the Fourier transforms of the amplitude and phase of wEW .82 Although
Eq. (21) was derived under the weak phase approximation, its validity
extends to objects exhibiting a slowly varying phase.78,79 Additionally,
Eq. (20) implies an additional assumption that l � 1. At this point,
one can then simplify the right-hand side of Eq. (21) further by consid-
ering additional approximations to obtain the object phase: 1) assum-
ing a homogeneous object or 2) assuming a pure phase object. For the
first case, we define85

lð~xÞ ¼ k
b
d

ð
dð~x; zÞdz ¼ � b

d
/ð~xÞ; (22)
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indicating that the absorption is proportional to the phase by the factor
b=d. Taking the Fourier transform of Eq. (22) and replacing l̂ð~f Þ on
the right-hand side of Eq. (21) yields the CTF filter

CTF ¼ 2 sin
pj~f j2
Freff

 !
þ 2

b
d
cos

pj~f j2
Freff

 !
; (23)

while for a pure phase object (b ¼ 0), the cosine portion is eliminated,
giving the second case. Given Eq. (23), we can simplify Eq. (21) and
write

FðIzeff ð~xÞ � 1Þ ¼ CTF � Fð/Þ: (24)

We can solve for the phase by expressing Eq. (24) as a minimization
problem40,80

argmin
/

X
j

1
2
jjCTFj � Fð/Þ � FðIj � 1Þjj22 þ

1
2
jj ffiffiffiap � Fð/Þjj22;

(25)

where j indexes the captured images at different effective Fresnel num-
bers Freff , Ij are the j preprocessed FFC XPC images, and Tikhonov
regularization is applied by introducing the frequency-dependent term
a, improving numerical stability. To implement this regularization, we
adopt the two-level regularization scheme from Huhn et al.,86 where a
takes two different values, namely, alow and ahigh, which reduces noise
amplification against low and high frequencies. Taking the gradient of
Eq. (25) and setting it to 0 yields a closed-form solution to the CTF
equation

/ ¼ F�1

X
j
CTFj � F Ij � 1½ �X
j
jCTFjj2 þ a

2
4

3
5: (26)

Although CTF is successful on its own, we seek to follow the work
of Huhn et al.86 and incorporate phase range constraints as
described in their constrained CTF (cCTF) method to produce
reconstructions with higher accuracy. In their approach, both
phase range constraints and the CTF are integrated and solved
using the ADMM approach. Following this framework, the mini-
mization problem can be expressed as86

/kþ1 ¼ argmin
/

X
j

1
2
jjCTFj � Fð/Þ � FðIj � 1Þjj22

þ 1
2
jj ffiffiffiap � Fð/Þjj22 þ

1
2q

jj/� kkjj22; (27)

which is the same as the minimization procedure in Eq. (25), but with
an additional term to further constrain and simplify the problem.
Solving this minimization problem yields a closed-form solution

/kþ1 ¼ F�1

FðkkÞ
q

þ
X

j
CTFj � FðIj � 1Þ

1
q
þ
X

j
jCTFjj2 þ a

2
6664

3
7775; (28)

with auxiliary variables defined as

skþ1 ¼ PCð/kþ1 þ kkÞ; (29)

and

kkþ1 ¼ kk þ /kþ1 � skþ1: (30)

Thus, with phase limit constraints, solving this problem requires an
iterative procedure for updating /, while in the CTF minimization,
only a single step is required. Here, kk and /k are initialized with zeros,
q > 0 is a step size parameter, and PC enforces the phase range con-
straints. To speed up convergence, an accelerated variant of ADMM is
used and is denoted as fADMM.86,87 Overall, the CTF-fADMM
method is beneficial since it can reconstruct slowly varying phase fea-
tures, where iterative algorithms struggle or require many iterations.
However, the disadvantages associated with this method include failure
of reconstructing sharp edges accurately, requiring a supplemental
phase retrieval method for further refinement. In Subsecs. VA1 and
VA2, we present phase reconstructions using the CTF-fADMM
method using Eqs. (27)–(30).

1. CTF-fADMM phase results: Static void

For the synthetic and experimental static sample case [see Figs.
4(b) and 4(d)], we set alow ¼ 0 for the low-frequency regularization
and ahigh ¼ 1:0 for the high-frequency regularization. Additionally, we
assumed a pure phase object (b ¼ 0) since b � d, defining the CTF
solely in terms of sine in Eq. (28) within the CTF-fADMM method.
The algorithm was set to run for a maximum of 100 iterations or until
the residual or primal (original optimization problem), as defined by
Goldstein et al.,87 dropped below 10�3, whichever occurred first. The
phase bounds were set to a range of �3 to 3, given prior knowledge of
the phase range of a SiO2 shell embedded in SU-8, and the q parame-
ter was set to 5� 10�5. In every iteration, we use a circular phase
mask slightly smaller than the sample FOV to set the phase outside the
mask to a constant value corresponding to the average of the sample
FOV edges. After the reconstruction process, we subtracted a constant
phase value from the entire image such that the phase range was on
the same scale as the synthetic ground truth phase range. The resulting
phase maps are shown in Figs. 6(b) and 6(d), sharing a close resem-
blance to the synthetic ground truth in Fig. 6(a).

To see the reconstruction accuracy in more detail, we can exam-
ine Figs. 7 and 8, where vertical and horizontal lineouts (denoted in
blue and red) are plotted against the synthetic ground truth phase
(shown in black). We determine that the SiO2 void itself is well recon-
structed, while the void shell is blurred and not as accurate. This occurs
in response to the shell violating the slowly varying phase approxima-
tion as required by the CTF method. However, these outputs provide
strong initial estimates for further phase refinement using the PGD
method.

2. CTF-fADMM phase results: Dynamic shocked void

For the dynamic sample case [see Figs. 5(b) and 5(d)], the proce-
dure followed exactly the same as in the static case except that the
phase bounds were set to a range of �15 (maximum) to �75 (mini-
mum), with the minimum set to be �10 radians lower than what is
expected from xRAGE. The parameter q was set to 1� 10�5 for both
the synthetic and experimental XPC images. In each iteration, we
extended the phase horizontally using a phase mask slightly smaller
than the FOV of the sample. This step was crucial in achieving more
accurate phase reconstructions inside the sample FOV. As can be seen
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in Figs. 9(b) and 9(c), the large shock region and the void were well
reconstructed since they are slowly varying. However, the shock front
and the void shell were significantly blurred in comparison to Fig. 9(a),
requiring an iterative refinement procedure to capture additional void-
shock details.

To visualize the sample structure from Fig. 9, we plot lineouts
associated with Figs. 9(b) and 9(c) in both the vertical (blue) and hori-
zontal (red) directions and compare them against the ground truth
lineouts (black). These plots highlight the limitations of the CTF-
fADMM method, particularly in regions with sharp features. While
the method effectively reconstructs slowly varying phase structures
fairly accurately, it struggles with abrupt changes, often leading to
phase overshooting in several areas.

B. Projected gradient descent (PGD)

The CTF-fADMM gives us a strong initial approximation of the
EW phase; however, we implement PGD42 as a method to refine and
improve the phase reconstructions. The PGD method introduced by
Dora et al.42 is a single-image phase reconstruction algorithm that
employs downsampling, absorption regularization, and suppresses
high spatial frequencies to encourage reconstruction of low spatial fre-
quency regions. Although PGD is a powerful technique designed to
reconstruct single-shot images, even for objects with large phase gra-
dients as demonstrated in their manuscript, there is still no formal
global convergence guarantee and it involves several tuning parameters
that can significantly impact both the reconstruction quality and con-
vergence time. In their implementation, the algorithm is initialized
with a zero phase, which appears to work well in their specific cases
(and possibly many other cases). In our application, however, we

FIG. 6. Comparisons between the 2D ground truth phase and the associated CTF-
fADMM reconstructions of the synthetic XPC static image and experimental XPC
static image. The blue and red dashed lines correspond to the lineouts in Figs. 7
and 8. (a) Ground truth phase generated using Eq. (12). (b) CTF-fADMM phase
reconstruction of the synthetic XPC static image produced as described in Sec. IV.
(c) CTF-fADMM phase reconstruction of the experimental XPC static image. Note:
The outputs in (b) and (c) are not the final results. Instead, (b) and (c) are initial
seeds for the PGD algorithm in Sec. V B.

FIG. 7. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
simulated CTF-fADMM static phase reconstructions and the ground truth phase
(black).

FIG. 8. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
experimental CTF-fADMM static phase reconstructions and the ground truth phase
(black).
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found that seeding the algorithm with a more informed initial phase
guess led to both faster convergence and improved reconstruction
accuracy. A good initial estimate not only reduces the need for exten-
sive parameter tuning but also provides a useful baseline—if the recon-
struction deviates significantly from the initial guess, it becomes easier
to diagnose which parameters require adjustment. Using their
approach, the goal is to minimize the following objective function:42

S"
"
argmin

~O

1
2
jjDFreff ðexpði~OÞÞ � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S#Idetector
p jj22

þ vXð~OÞ þ bjjImð~OÞjj2
#
: (31)

Unlike traditional methods that reconstruct the EW of the sample,
their formulation directly retrieves the complex refractive object, elimi-
nating the need for phase unwrapping. Here, S" and S# are the upsam-
pling and downsampling operators, respectively, while ~O represents
the refractive object, equivalent to the transmission function T without
the imaginary unit i outside the integral in Eq. (A5). The regularization
parameter b controls the damping strength of the absorption values (if
we consider both absorption and phase), ensuring stable reconstruc-
tions, and vX is the indicator function. Similar to other optimization
problems, solving this minimization problem involves gradient descent
with step size g. To accelerate convergence and avoid local minima,

FIG. 10. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
simulated CTF-fADMM dynamic phase reconstructions and the ground truth phase
(black). Note: The scale for the vertical lineouts is much larger than the horizontal
ones due to the presence of the shockwave, causing a large phase gradient com-
pared to the unshocked void.

FIG. 9. Comparisons between the 2D ground truth phase and the associated CTF-
fADMM reconstructions of the synthetic XPC dynamic image and experimental XPC
dynamic image. The blue and red dashed lines correspond to the lineouts in Figs.
10 and 11. (a) Ground truth phase generated using xRAGE. (b) CTF-fADMM phase
reconstruction of the synthetic XPC dynamic image. (c) CTF-fADMM phase recon-
struction of the experimental XPC dynamic image. Note: The outputs in (b) and (c)
are not the final results. Instead, (b) and (c) are initial seeds for the PGD algorithm
in Sec. V B.

FIG. 11. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
experimental CTF-fADMM dynamic phase reconstructions and the ground truth
phase (black). Note: The scale for the vertical lineouts is much larger than the hori-
zontal ones due to the presence of the shockwave, causing a large phase gradient
compared to the unshocked void.
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the method incorporates Nesterov’s accelerated gradient (NAG) with
parameter c, facilitating more efficient and optimal solutions.

We do not begin with this algorithm because utilizing CTF-
fADMM is a fast and computationally efficient method to recover
slowly varying phase features and can be applied since approximations
regarding the sample are met. Therefore, seeding this algorithm with
the phase result from the CTF-fADMM method and having this algo-
rithm refine the sharper features yielded the best results.

1. PGD phase results: Static void

To enhance the sharp features in the phase reconstructions of the
CTF-fADMMmethod, we used its phase results from Sec. VA1 as the
initial seed for the static reconstructions in the PGD algorithm.
Initially, the synthetic and experimental XPC images, along with the
CTF-fADMM phase results, were downsampled by a factor of 4. The
reconstruction process involved three upsampling stages: the first two
stages applied an upsampling factor of 2, while the final stage retained
the original resolution (upsampling factor set to 1). The phase range
was set between �32 (minimum) and �26 (maximum). Additionally,
at each iteration, phase values outside the sample FOV were con-
strained to a constant using the same phase mask as used in the CTF-
fADMM method, determined by the object FOV edge values at
that iteration. Additional reconstruction parameters are provided in
Table I.

With these parameters, we obtained our final phase reconstruc-
tions for the synthetic and experimental static XPC images shown in
Fig. 12. Figure 12(a) is the synthetic ground truth phase generated
from Eq. (12) and is used as a benchmark for Figs. 12(b) and 12(c).

Vertical and horizontal lineouts for the synthetic and experimental
phase reconstructions are shown in Figs. 13 and 14, respectively. These
figures indicate that PGD produces a sharper and more accurate result
than CTF-fADMM when compared to the synthetic ground truth in
Fig. 12(a).

To display the accuracy of the reconstructions we plot the mean
squared error (MSE) loss over the iteration number for the PGD
method, which is shown in Fig. 15. The MSE is defined as
1=N � jj ffiffiffiffiffiffiffiffi

Iprop
p � ffiffiffiffiffiffiffiffiffiffiffiffi

Idetector
p jj2, where N is the number of pixels, Iprop is

the forward propagated and updated hologram based on the algorithm
constraints, and Idetector is the measured experimental or synthetic
hologram. These plots demonstrate that downsampling preserved the
slowly varying features with minimal alteration to the object, and that
the final refinement stage effectively improved the phase reconstruc-
tions, achieving errors as low as 10�11 and 10�12 for the experimental
and simulated cases, respectively. Despite these low error values, dis-
crepancies remain along the void shell, primarily due to the blurring
effect of the PSF, which suppresses high-frequency features and dimin-
ishes the reconstruction fidelity. Although deconvolution was used to
mitigate this effect, the presence of noise hinders ideal phase recovery.
Nevertheless, the reconstructed images can still be interpreted as
blurred approximations of the ground truth: they remain quantita-
tively accurate in regions with low spatial gradients, and while high-
gradient features are less precisely recovered, the overall morphology
of the shell is well preserved.

TABLE I. Parameters used in the PGD algorithm to reconstruct the synthetic and
experimental XPC static images. The reconstruction parameters are the same for
both cases. The upsampling parameter S" is part of a multigrid strategy where the
optimization is performed progressively from coarse to fine grids. In this case, it
upsamples twice by a factor of 2, and the final stage is the finest resolution.
Nesterov’s momentum governs how much of the previous gradient is carried into the
current iteration in the Nesterov-accelerated gradient descent. Higher values can
speed up convergence but risk overshooting and instability. g is the learning rate in
the gradient descent optimization. b is the L2 regularization value, which is applied
only to the imaginary part (absorption) of the complex refractive index. This stabilizes
reconstructions where high absorption can otherwise destabilize the phase (real part)
recovery due to numerical coupling in the forward model. The / and l smoothing
occurs before applying the gradient step, which suppresses noise and promotes spa-
tial smoothness. rFourier (listed as r in the manuscript by Dora et al.42) is used to
construct a Gaussian weighting function in Fourier space to dampen high spatial fre-
quencies in the gradient update. This helps reduce overshooting artifacts and
improves stability for reconstructions involving fine details. A description of these
parameters can be found in the work of Dora et al.42

Parameters Stage 1 Stage 2 Stage 3

Iterations 500 700 2500
Upsampling (S") 2 2 1
Nesterov’s momentum (c) 1.0 1.0 1.0
Update rate (g) 1.1 1.1 1.2
L2 weight (b) 0 0 0
/ smoothing (r/) 3.0 3.0 2.0
l smoothing (rl) 1.0 1.0 2.0
Fourier smoothing (rFourier) 200 200 0

FIG. 12. Comparisons between the 2D ground truth phase and the associated PGD
reconstructions of the synthetic XPC static image and experimental XPC static
image. The blue and red dashed lines correspond to the lineouts in Figs. 13
and 14. (a) Ground truth phase generated using Eq. (12). (b) PGD phase recon-
struction of the synthetic XPC static image using the synthetic CTF-fADMM phase
reconstruction as a seed. (c) PGD phase reconstruction of the experimental XPC
static image using the experimental CTF-fADMM phase reconstruction as a seed.
Note: These are the final phase reconstructions, which used the initial phase results
from the CTf-fADMM method in Sec. VA.
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To assess the spatial performance of the proposed CTF-fADMM
and CTF-fADMMþPGD algorithms, we generated two-dimensional
maps of the normalized root mean square error (NRMSE) and struc-
tural similarity index measure (SSIM), following the approach used by
Leong et al.39 These maps, shown in Fig. 16 for the simulated static
images, highlight the regions where each algorithm performs well or
exhibits limitations. This technique can only be applied to the simu-
lated case since the experimental images have no associated ground
truth. In the NRMSE maps, higher errors are represented by white and
lower errors by black. In contrast, the SSIM maps range from 0 to 1,
with a value of 1.0 indicating perfect structural agreement between the
reconstruction and ground truth, and lower values reflecting reduced
similarity.

2. PGD phase results: Dynamic shocked void

Similar to the PGD static reconstruction, we used the CTF-
fADMM phase results in Sec. VA2 as the initial seed for the dynamic
reconstructions for the PGD algorithm. Moreover, we downsample the
dynamic XPC phase and intensity images by a factor of 4. Similar to
the static method, we utilized three reconstruction stages as shown in
Table II. The phase range was set to �75 (minimum) to �15 (maxi-
mum) for stages 1 and 2. In stage 3, the phase range was set to �75
(minimum) to �15 (maximum), and in the last 500 iterations we
altered the phase range to be �75 (minimum) to 0 (maximum).
Furthermore, at each iteration, a phase mask smaller than the object
FOV was used to extend the phase horizontally. Additional reconstruc-
tion parameters are provided in Table II.

FIG. 13. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
simulated PGD static phase reconstructions and the ground truth phase (black).
The improved quality of the synthetic static reconstructions can be seen by compar-
ing the PGD lineouts (solid blue and red lines) to the dashed purple and orange
lines, which correspond to the CTF-fADMM method in Sec. VA 1.

FIG. 14. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
experimental PGD static phase reconstructions and the ground truth phase (black).
The improved quality of the experimental static reconstructions can be seen by
comparing the PGD lineouts (solid blue and red lines) to the dashed purple and
orange lines, which correspond to the CTF-fADMM method in Sec. VA 1.

FIG. 15. Mean squared error (MSE) loss (i.e., 1=N � jj ffiffiffiffiffiffiffiffi
Iprop

p � ffiffiffiffiffiffiffiffiffiffiffiffi
Idetector

p jj2) corre-
sponding to the simulated (blue) and experimental (red) static reconstructions.
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Using the parameters specified in the tables, we obtained the final
phase reconstructions for the synthetic and experimental dynamic
XPC images, as shown in Fig. 17. The phase map in Fig. 17(a) presents
the ground truth phase generated by xRAGE, serving as a benchmark
for the reconstructions in Figs. 17(b) and 17(c). To evaluate the accu-
racy of these reconstructions, vertical and horizontal lineouts are pro-
vided in Figs. 18 and 19. The results demonstrate that the PGD
method preserves the slowly varying phase features while producing
sharper details in regions near the shock front and the shell itself,

offering improved fidelity compared to the synthetic ground truth in
Fig. 17(a). The resulting MSE loss for our synthetic and experimental
dynamic reconstructions is shown in Fig. 20, with final errors reaching
as low as 10�9 and 10�10 for the experimental and simulated images,
respectively. While these low error values indicate a successful recon-
struction, local discrepancies remain—particularly along the shock
front. This is due to the influence of the PSF, which blurs high-
frequency features and limits the fidelity of sharp gradients. Although
deconvolution was applied to mitigate this effect, residual noise contin-
ues to constrain the accuracy of phase retrieval in these regions. As in
the static case, the reconstructed images can be interpreted as
smoothed representations of the ground truth: they remain quantita-
tively accurate in low-gradient areas, and although fine-scale features
near sharp transitions are less precisely resolved, the overall structure
and dynamics of the shock and jetting are well captured.

To evaluate the spatial accuracy of the dynamic reconstructions,
we also generated NRMSE and SSIM maps for the simulated dynamic
images,39 as shown in Fig. 21. As with the static case, this analysis is
restricted to simulations, since no ground truth exists for the experi-
mental data and the reconstructed phase may deviate significantly
from what is predicted by xRAGE. In the NRMSE maps, white denotes
regions of higher error and black denotes regions of lower error.
Similarly, the SSIM maps quantify local structural similarity, with val-
ues ranging from 0 to 1.0, where 1.0 indicates perfect correspondence

FIG. 16. Two-dimensional error and similarity maps for the static simulated recon-
structions. The process of obtaining these maps is discussed in the manuscript by
Leong et al.39 Top row (a) and (b): normalized root mean square error (NRMSE)
between the reconstructed and ground truth phase maps. Black indicates regions of
lower error, while white indicates higher error. Bottom row (c) and (d): structural sim-
ilarity index measure (SSIM), where a value of 1.0 indicates perfect structural
agreement with the ground truth and lower values indicate reduced similarity. Left
column (a) and (c): results from the CTF-fADMM algorithm. Right column (b) and
(d): results from the combined CTF-fADMM þ PGD algorithm.

TABLE II. This table lists the parameters used in the PGD algorithm to reconstruct
the synthetic and experimental XPC dynamic images. The reconstruction parameters
are the same between the simulated and experimental reconstructions except for the
values shown in the parentheses, which correspond to the experimental reconstruc-
tion. A description of these parameters can be found in Table I and in the work of
Dora et al.42

Parameters Stage 1 Stage 2 Stage 3

Iterations 500 500 800
Upsampling (S") 2 1 1
Nesterov’s momentum (c) 1.0 1.0 1.0
Update rate (g) 1.1 1.1 1.1
L2 weight (b) 0 0 0
/ smoothing (r/) 2.0 3.0 (4.0) 3.0 (4.0)
l smoothing (rl) 0 0 0
Fourier smoothing (rFourier) 94 80 (58) 0

FIG. 17. Comparisons between the 2D ground truth phase and the associated PGD
reconstructions of the synthetic XPC dynamic image and experimental XPC
dynamic image. The blue and red dashed lines correspond to the lineouts in Figs.
18 and 19. (a) Ground truth phase generated using xRAGE. (b) PGD phase recon-
struction of the synthetic XPC dynamic image using the synthetic CTF-fADMM
phase reconstruction as a seed. (c) PGD phase reconstruction of the experimental
XPC dynamic image using the experimental CTF-fADMM phase reconstruction as a
seed. Note: These are the final phase reconstructions that used the initial phase
results from the CTf-fADMM method in Sec. VA.
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between the reconstruction and the ground truth, and lower values
denote decreased similarity.

Python was used to run all the phase reconstruction algorithms
described in this manuscript. Reconstructions using the CTF-fADMM
algorithm were performed on a MacBook Pro with a 2.3GHz Quad-
Core Intel Core i7 processor, 16 GB 3733MHz LPDDR4X memory,
and integrated Intel Iris Plus Graphics (1536 MB). The typical recon-
struction time for this method was � 2.5min. Reconstructions using
the PGD method were run on the Brigham Young University (BYU)
Fulton Supercomputing cluster (fsl.byu.edu), utilizing a single node
with one CPU core and an NVIDIA Tesla P100 GPU with 16 GB of
memory. The typical reconstruction time for this method was
� 5min.

VI. CONCLUSION

Through analysis, such as phase retrieval via CTF-fADMM and
PGD, we have successfully reconstructed a complex, multi-material
sample from a single-shot measurement, capturing the nonlinear inter-
actions between a shockwave and a void with high fidelity. Developing
a forward model with xRAGE simulations to closely match the experi-
mental data was crucial for evaluating the accuracy of the proposed
phase retrieval algorithms for this dataset. While our approach relies
on a CTF-based approach combined with PGD, alternative methods,
such as phase retrieval initialized using the transport of intensity equa-
tion (TIE) or its variants,88–90 may be more suitable in experimental
configurations with reduced coherence. Using this forward model as a

benchmark, our results provide key insights into how ablator defects
evolve under shock compression at various collapse stages—an essen-
tial step toward advancing inertial fusion energy (IFE) science and the
feasibility of ICF-based power plants. Although the results provided

FIG. 18. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
simulated PGD dynamic phase reconstructions and the ground truth phase (black).
The improved quality of the synthetic dynamic reconstructions can be seen by com-
paring the PGD lineouts (solid blue and red lines) to the dashed purple and orange
lines, which correspond to the CTF-fADMM method in Sec. VA 2. Note: The scale
for the vertical lineouts is much larger than the horizontal ones due to the presence
of the shockwave, causing a large phase gradient compared to the unshocked void.

FIG. 19. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
experimental PGD dynamic phase reconstructions and the ground truth phase
(black). The improved quality of the experimental dynamic reconstructions can be
seen by comparing the PGD lineouts (solid blue and red lines) to the dashed purple
and orange lines, which correspond to the CTF-fADMM method in Sec. VA 2. Note:
The scale for the vertical lineouts is much larger than the horizontal ones due to the
presence of the shockwave, causing a large phase gradient compared to the
unshocked void.

FIG. 20. Mean squared error (MSE) (i.e., 1=N � jj ffiffiffiffiffiffiffiffi
Iprop

p � ffiffiffiffiffiffiffiffiffiffiffiffi
Idetector

p jj2) loss corre-
sponding to the simulated (blue) and experimental (red) dynamic reconstructions.
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here are for voids larger than those in real ICF experiments, future
work could further refine this understanding by investigating the inter-
actions of smaller or multiple voids (such as foam-like materials)
under ICF-relevant conditions, as even small defects can impact energy
yield. Studying smaller-scale features is particularly important, as they
may play an even greater role in the microphysics of collapse and
directly affect plasma confinement time, a critical factor for the success
of future ICF-based power plants.
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APPENDIX A: ADDITIONAL CONSIDERATIONS FOR XPC
IMAGE FORMATION

In the following subsections, we discuss the Fresnel equation
definitions and how it relates to the Fresnel definition given in the
main text, the construction of the transmission function given the
x-ray index of refraction, and the propagation kernels and their
associated sampling conditions for simulations. These definitions
are critical is producing an accurate forward model corresponding
to the experiment.

1. Fresnel equation definitions

A key parameter to consider in an XPC imaging setup is the
Fresnel number, Fr, given by40

Fr ¼ a2

zk
; (A1)

where a represents the characteristic length scale of the object. This
can correspond to the smallest relevant feature (e.g., the size of a
single pixel) or the largest (e.g., the size of the illuminated object or
field of view).40 Here, z is the sample-to-detector distance and k is
the laser wavelength. If one chooses to utilize the smallest relevant
feature, the Fresnel number can be written as

Fr ¼ dx2

zk
; (A2)

where dx is the effective pixel size, z is the sample-to-detector dis-
tance, and k is the central XFEL wavelength. Assuming the paraxial
approximation50 and Fresnel scaling theorem,51 one can then arrive
at the effective Fresnel number as defined in Eq. (2) in the main
text.

2. Transmission function components

For x-rays at a central wavelength k, the physical properties of
an object are encoded in the 3D complex refractive index
distribution

nðx; y; zÞ ¼ 1� dðx; y; zÞ þ ibðx; y; zÞ; (A3)

where i is the imaginary unit and ðx; y; zÞ describes the 3D spatial
coordinates. Here, dðx; y; zÞ 2 R is the refractive index decrement,
which characterizes the object’s phase shifting properties, and
bðx; y; zÞ 2 R denotes the absorption, which describes the attenua-
tion of x-rays within the object. In this work, we assume the

projection approximation56,84 as outlined by Paganin51 indicating
that we consider only the projection of the refractive indices over
the object thickness L in the x-ray beam direction, which we define
to be along z. This approximation is valid since k2j~f j2 � 1
(0.000 011 356 8 � 1)84 and/or zeff =dxeff � N (1 436 614� 2560).56

Here, k is the laser wavelength,~f are the spatial frequency coordi-
nates, zeff is the effective propagation distance, N is the number of
pixels along the largest dimension, and dxeff is the effective pixel
size. With this assumption, we can define the transmission function
Tðx; yÞ of our object as

Tðx; yÞ ¼ exp ik
ðL
0
nðx; y; zÞ � 1dz

 !
; (A4)

where k is the wavenumber, defined as 2p=k. Inserting Eq. (A3)
into Eq. (A4), we obtain the following expression:

Tðx; yÞ ¼ exp �ik
ðL
0
dðx; y; zÞ � ibðx; y; zÞdz

 !
: (A5)

To condense this equation, we define equations for /ðx; yÞ and
lðx; yÞ as

/ðx; yÞ ¼ �k
ðL
0
dðx; y; zÞdz; (A6)

and

lðx; yÞ ¼ k
ðL
0
bðx; y; zÞdz; (A7)

which are used to construct Eq. (3) in the main text.

3. Propagation kernel for XPC images

The generation of an in-line XPC image is modeled by propa-
gating wEWðx; yÞ in Eq. (4) to the detector and computing the
squared modulus of the resulting wavefield. A common way to
propagate the object to the detector plane is to consider the convo-
lutional form of the Fresnel diffraction formula written as56

wdetectorðx; yÞ ¼ wEWðx; yÞ 	 hðx; yÞ; (A8)

where wdetectorðx; yÞ is the complex electric field in the detector
plane. Here, hðx; yÞ is the Fresnel impulse response (IR) and is
defined as56

hðx; yÞ ¼ eikz12

ikz12
exp

ik
2z12

ðx2 þ y2Þ
� �

; (A9)

where ðx; yÞ are the transverse 2D spatial coordinates. The validity
of using Eq. (A9) depends on the sampling condition Freff � 1=N ,
where N is the number of pixels along the largest dimension56 and
is violated given our experimental parameters and our N value of
2560. Therefore, instead of directly implementing the Fresnel IR as
expressed in Eq. (A9), we use the Fresnel transfer function (TF)
with the sampling condition given as Freff � 1=N . This approach
ensures accurate sampling and propagation under our experimental
conditions. The Fresnel TF is derived by taking the Fourier trans-
form of Eq. (A9), resulting in56
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Hðfx; fyÞ ¼ F hðx; yÞ½ �
¼ eikz12 expð�ipkz12ðf 2x þ f 2y ÞÞ: (A10)

Here, ðfx; fyÞ is defined as the 2D spatial frequency coordinates cor-
responding to ðx; yÞ. By using Eq. (2), we can express Eq. (A10) in
terms of the effective Fresnel number, obtaining Eq. (5) in the main
text.

APPENDIX B: PHASE RETRIEVAL OF A STATIC VOID
AND SHOCKED VOID

This section shows the applications of the CTF-fADMM and
PGD phase retrieval algorithms applied to the dataset given in the
manuscript by Leong et al.39 This dataset is different in the sense
that the physical parameters of the void are dout ¼ 40:88lm and the
shell thickness is 4:16lm, which corresponds to a smaller but more
thick void than what was presented in Sec. IV. Additionally, there
was a different XFEL pulse delay time compared to the XPC images
shown in the main manuscript, so the shock wave arrived later.

1. Static void

Applied here are the same principles that were used in the
main manuscript to generate synthetic images that closely corre-
spond to the experimental parameters and physical void parameters.
Similarly, the CTF-fADMM and PGD methods to reconstruct the
phase are used (see Figs. 22 and 25). In the static CTF-fADMM
reconstruction, the phase range was set between �3 and 3, with

q ¼ 1� 10�4. For the PGD method, the parameters for the syn-
thetic and experimental static images are listed in Tables III and IV.
The phase seed and XPC images were both downsampled by a fac-
tor of 4.

FIG. 22. Comparisons between the 2D ground truth phase and the associated
CTF-fADMM reconstructions of the synthetic XPC static image and experimental
XPC static image. The blue and red dashed lines correspond to the lineouts in Figs.
23 and 24. (a) Ground truth phase generated using Eq. (12). (b) CTF-fADMM phase
reconstruction of the synthetic XPC static image produced as described in Sec. IV.
(c) CTF-fADMM phase reconstruction of the experimental XPC static image.

FIG. 23. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
simulated static CTF-fADMM phase reconstructions and the ground truth phase (black).

FIG. 24. (a) Vertical and (b) horizontal lineout comparisons between the experimen-
tal CTF-fADMM phase reconstructions and the ground truth phase (black).
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2. Shocked void

In the dynamic CTF-fADMM reconstructions, the phase range
was set between �15 and �75, with q ¼ 8� 10�4 (see Fig. 28). For
the PGD method, the parameters for the synthetic and experimental
dynamic images are listed in Tables V and VI (see Fig. 31). The phase
seed and XPC images were both downsampled by a factor of 4.

APPENDIX C: CONSTRUCTING THE SYNTHETIC XPC
IMAGE ILLUMINATION FUNCTION

Assuming a Gaussian illumination profile, we estimate w0ðx; yÞ
by performing a 2D Gaussian fit on all white field images (x-ray
beam without the sample, �112 images per dataset) corresponding
to the experimentally recorded static and dynamic XPC images.
Due to variations in illumination conditions, including amplitude
fluctuations and pointing stability between images in these datasets,
we construct two distinct illumination functions for w0ðx; yÞ:
w0;sðx; yÞ for the static XPC images and w0;dðx; yÞ for the dynamic
XPC images. The 2D Gaussian fit yields a full width at half maxi-
mum (FWHM) of �89 lm in both white-field datasets. Qualitative
analysis indicates that the XFEL beam is best represented by a
super-Gaussian of order 0.65, exhibiting a more rapid intensity
decay outward from the center compared to a conventional
Gaussian. Therefore, we used a super-Gaussian using the same

FIG. 25. Comparisons between the 2D ground truth phase and the associated PGD
reconstructions of the synthetic XPC static image and experimental XPC static
image. The blue and red dashed lines correspond to the lineouts in Figs. 26 and
27. (a) Ground truth phase generated using Eq. (12). (b) PGD phase reconstruction
of the synthetic XPC static image using the synthetic CTF-fADMM phase recon-
struction as a seed. (c) PGD phase reconstruction of the experimental XPC static
image using the experimental CTF-fADMM phase reconstruction as a seed.

TABLE III. Parameters used in the PGD algorithm to reconstruct the synthetic XPC
static image. A description of these parameters can be found in the work of Dora
et al.42

Parameters Stage 1 Stage 2 Stage 3

Iterations 500 700 5000
Upsampling (S") 2 2 1
Nesterov’s momentum (c) 1.0 1.0 1.0
Update rate (g) 1.1 1.1 1.2
L2 weight (b) 0 0 0
/ smoothing (r/) 3.0 1.0 2.0
l smoothing (rl) 0 0 0
Fourier smoothing (rFourier) 200 200 0

TABLE IV. Parameters used in the PGD algorithm to reconstruct the experimental
XPC static image. A description of these parameters can be found in the work of
Dora et al.42

Parameters Stage 1 Stage 2 Stage 3

Iterations 500 700 5000
Upsampling (S") 2 2 1
Nesterov’s momentum (c) 1.0 1.0 1.0
Update rate (g) 1.1 1.1 1.1
L2 weight (b) 0 0 0
/ smoothing (r/) 2.0 2.0 2.0
l smoothing (rl) 0 0 0
Fourier smoothing (rFourier) 128 64 0

FIG. 26. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
simulated static PGD phase reconstructions and the ground truth phase (black).
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FIG. 27. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
experimental static phase reconstructions and the ground truth phase (black).

FIG. 28. Comparisons between the 2D ground truth phase and the associated
CTF-fADMM reconstructions of the synthetic XPC dynamic image and experimental
XPC dynamic image at a later void-collapse stage. The blue and red dashed lines
correspond to the lineouts in Figs. 29 and 30. (a) Ground truth phase generated
using xRAGE. (b) CTF-fADMM phase reconstruction of the synthetic XPC dynamic
image. (c) CTF-fADMM phase reconstruction of the experimental XPC dynamic
image.

TABLE V. Parameters used in the PGD algorithm to reconstruct the synthetic XPC
dynamic image at a later collapse stage. A description of these parameters can be
found in the work of Dora et al.42

Parameters Stage 1 Stage 2 Stage 3 Stage 4

Iterations 1000 500 600 1500
Upsampling (S") 2 2 1 1
Nesterov’s momentum (c) 1.0 1.0 1.0 1.0
Update rate (g) 1.1 1.1 1.1 1.1
L2 weight (b) 0 0 0 0
/ smoothing (r/) 4.0 2.0 2.0 2.0
l smoothing (rl) 0 0 0 0
Fourier smoothing (rFourier) 64 12 12 0

TABLE VI. Parameters used in the PGD algorithm to reconstruct the experimental
XPC dynamic image at a later void collapse stage. A description of these parameters
can be found in the work of Dora et al.42

Parameters Stage 1 Stage 2 Stage 3 Stage 4

Iterations 700 300 500 2500
Upsampling (S") 2 2 1 1
Nesterov’s momentum (c) 1.0 1.0 1.0 1.0
Update rate (g) 1.1 1.1 1.1 1.1
L2 weight (b) 0 0 0 0
/ smoothing (r/) 2.5 2.5 2.0 2.0
l smoothing (rl) 0 0 0 0
Fourier smoothing (rFourier) 32 32 18 0

FIG. 29. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
simulated dynamic CTF-fADMM phase reconstructions and the ground truth phase
(black).
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FWHM from the 2D Gaussian fit. Additionally, the 2D Gaussian fit
provides beam amplitudes and shifts in x and y for all white field
images. For the static case, peak amplitudes ranged from 16 to 22,
whereas for the dynamic case, they ranged from 48 to 62, reflecting

FIG. 31. Comparisons between the 2D ground truth phase and the associated PGD
reconstructions of the synthetic XPC dynamic image and experimental XPC
dynamic image at a later void-collapse stage. The blue and red dashed lines corre-
spond to the lineouts in Figs. 32 and 33. (a) Ground truth phase generated using
xRAGE. (b) PGD phase reconstruction of the synthetic XPC dynamic image using
the synthetic CTF-fADMM phase reconstruction as a seed. (c) PGD phase recon-
struction of the experimental XPC dynamic image using the experimental CTF-
fADMM phase reconstruction as a seed.

FIG. 30. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
experimental CTF-fADMM phase reconstructions and the ground truth phase
(black).

FIG. 32. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
simulated dynamic PGD phase reconstructions and the ground truth phase (black).

FIG. 33. (a) Vertical (blue) and (b) horizontal (red) lineout comparisons between the
experimental dynamic PGD phase reconstructions and the ground truth phase
(black).
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the lower x-ray intensity in the static dataset (10% x-ray transmission)
compared to the dynamic dataset (100% x-ray transmission). Beam
shifts (pointing stability) ranged from 43.66nm to a maximum of
3.58lm, highlighting the extreme variability introduced by the stochas-
tic nature of the XFEL pulses. Finally, to replicate the limited FOV
observed in experimental white fields and XPC images, we combine the
super-Gaussian illumination function w0;superGaussian, which includes the
beam shifts, with a top-hat function w0;tophat , where edges are smoothed
by 20 pixels.

APPENDIX D: PSF AND SAMPLE PARAMETERS

The final forward model considerations are the geometric
parameters of the sample and the system’s PSF. We model the PSF
as a normalized Gaussian

GPSF ¼ 1
2pr2

exp � x2 þ y2

2r2

� �
; (D1)

where r is the standard deviation that characterizes the extent of
the blurring in the optical system. We adopted this simplified model
since we did not perform an experimental measurement of the PSF
and it involves only a single parameter to optimize. Although there
are more complex PSF models39 that can be employed, we found

that this choice of PSF was sufficient for phase reconstructions pre-
sented here.

The physical parameters of the hollow SiO2 voids were pro-
vided by Cospheric LLC, though variations in shell diameter and
thickness exist across different samples. To determine the appropri-
ate r for the PSF and physical parameters for our sample, we
employed a least squares minimization scheme

argmin
xc;yc;dout;din ;r

jjIexperiment�Isimulatedjj2: (D2)

This method compares a flat-field corrected experimental static
image (Iexperiment) with a synthetic counterpart (Isimulated) that is
noiseless, unblurred, and free of speckle, following the approach
outlined by Leong et al.39 In this optimization, the parameters xc, yc,
dout , and din were allowed to vary within Eqs. (12) and (13). Their
initial values were set to xc ¼ 0 lm, yc ¼ 0 lm, dout ¼ 40 lm, and
din ¼ 36:5 lm. Additionally, within the same minimization scheme,
the Gaussian PSF parameter r from Eq. (D1) was also optimized,
initialized at 350 nm based on qualitative agreement with the blur
observed in the experimental image. Through this procedure, we
refined the void center coordinates to xc ¼ 0:8613 lm and
yc ¼ 0:064 lm, while the outer and inner void diameters were
adjusted to dout ¼ 42:27 lm and din ¼ 40:444 lm, respectively. The
optimized value for the Gaussian PSF r was determined to be
410.93 nm. These values were used in Eqs. (12), (13), and (D1)
when constructing the white field and XPC image forward models.
From this minimization procedure, it can be seen that Fig. 34(b)
closely corresponds to the blur seen in Fig. 34. The associated line-
outs in Figs. 34(c) and 34(d) further support this r value.

APPENDIX E: DATA PREPROCESSING AND FOV
EXTENSIONS

1. PCA vs image registration vs PCA1 image
registration

Traditional white-field correction (or flat-field correction)
methods involve capturing white-fields (flat-fields) before or after
sample image acquisition and dividing the sample images by these
reference fields. However, due to the stochastic nature of XFEL
pulses,43,58 this approach is often insufficient, requiring more
advanced methods to reduce artifacts in XPC images. One such
method involves PCA, which effectively captures XFEL pulse vari-
ability and reduces artifacts that are consistent between white fields
and sample XPC images. However, in more extreme cases where the
presence of a compressive shockwave interacts with a sample, the
refraction caused by the shockwave shifts features significantly in
the XPC image relative to the white fields. As a result, division of
the white fields or generation of a synthetic white field with PCA
leads to mismatched features, leaving artifacts in the shocked region.
Mismatched features can be seen in Figs. 35(a) and 35(d), where the
shocked portion of the sample retained artifacts. However, in the
lower unshocked portion, PCA is extremely effective. Therefore, a
combination of methods (image registration þ PCA) is required for
optimal white-field correction and successful phase reconstructions.

One effective solution to mitigate artifacts in the shocked
region is to incorporate image registration using the SimpleITK

FIG. 34. Comparison between (a) flat-field-corrected (FFC) experimental XPC
image and (b) synthetic XPC image after applying Gaussian PSF blur. Lineouts in
(c) and (d) demonstrate that a blur kernel with r ¼ 410:93 nm applied to the syn-
thetic image closely matches the experimental blur. This value was used in the for-
ward model to generate synthetic datasets. To avoid an inverse crime during
deconvolution, r was re-estimated by reapplying the minimization algorithm to the
blurred synthetic image, replicating the experimental scenario in which the PSF is
unknown. This independently recovered r was then used for deconvolution prior to
phase retrieval of the synthetic datasets.
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python library,44,61,62 which aligns white fields to XPC images
before being input into PCA for final flat-field correction. Optimal
flat-field correction using image registration involves four key
stages: selecting a transformation model, a similarity metric, an
optimizer, and an interpolator. The transformation model we
choose is the “DisplacementFieldTransform.” This enables every
pixel in the white fields to be aligned/warped to the best corre-
sponding position in the sample XPC images. We choose the
“ANTSNeighborhoodCorrelation” similarity metric due to its
robustness against illumination variations. For optimization, we
choose the “gradient descent optimizer” due to its balance between
registration speed and accuracy. Finally, we employ a “linear inter-
polator,” as sub-pixel accuracy is essential for image registration.
Since transformed coordinates may not align exactly with the origi-
nal grid, linear interpolation estimates pixel intensities at non-
integer positions using a weighted average of neighboring pixels.
While higher-order interpolation is possible, it incurs additional
computational costs. Linear interpolation strikes a balance between
accuracy and efficiency.

Our image registration procedure begins by aligning each
white-field image to the first white field, yielding a set of geometri-
cally warped white-field images. These warped white fields are then
registered to the corresponding object images (static or dynamic).
To correct for illumination amplitude differences between the
warped white fields and the object images, we apply a multiplicative
intensity normalization during this second registration step.
Specifically, we define a mask corresponding to the shared field of

view (FOV) between the white-field and object images, and com-
pute the mean intensity within this region for both images. The
white-field image is then scaled by the ratio of these mean values.
That is, the mean intensity of the object image divided by that of
the white field. This normalization compensates for shot-to-shot
fluctuations in illumination and corrects the intensity mismatch
between white-field and object images. By rescaling the white-field
intensities to match the amplitude scale of the object images, we
improve the robustness of the registration algorithm, ensuring more
accurate alignment of structural features. This normalization also
enables meaningful comparisons between results obtained using
image registration alone and those that incorporate both registra-
tion and PCA. The resulting intensity-scaled and geometrically
warped white-field images are then used as inputs to the PCA algo-
rithm for final flat-field correction.

To further enhance registration accuracy, we implement
SimpleITK’s multi-resolution scheme, aligning progressively higher-
resolution images. Our approach uses downsampling factors of 256,
128, 64, 32, 16, 8, 4, 2, and 1, with corresponding Gaussian smooth-
ing (r) values of 128, 64, 32, 16, 8, 4, 2, and 1, ensuring smooth
transformations at each level. With this method, we achieve signifi-
cantly improved flat-field correction, producing higher-quality XPC
images with fewer artifacts. As shown in Figs. 35(b) and 35(e),
image registration results in a flatter, artifact-free image. However,
image registration on its own cannot account for the low frequency
x-ray beam fluctuations. Therefore, we combine PCA and image
registration as seen in Figs. 35(c) and 35(f), which corrects for fast-
and slowly varying features. These corrected XPC images serve as
the input for phase retrieval algorithms.
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