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A multi-channel adaptive control system has been developed for problems involving multi- 
input multi-output control. The adaptive control system performs both system identification 
and control in real time, without injecting any additional noise signals into the system. In the 
present application, the control system has been applied to the problem of minimizing the 
structural vibration which propagates from a vibrating plate through multiple isolation 
mounts supporting the plate. The control system was implemented in real time using a 
Motorola DSP56000ADS signal-processing board. For periodic excitations, the adaptive 
controller was capable of providing 40 dB attenuation or more at the controlled locations. 
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convergence parameter for the projection algorithm 
positive constant to prevent division by 0 in the projection 
algorithm 
transfer function relating the reference input signal to dt(n) 
signal at/th error sensor with no control applied 
vector comprised of the L sigmds, dl (n) 
error signal from the/th error sensor 
vector comprised of the L error signals, e 1 (n) 
expected value operator 
transfer function from the ruth control signal to the/th error 
signa/ 
jth coefficient of Ht,,,(n ) 
vector comprised of the M transfer functions, H/,n(n ) 
largest value of the transfer function coefficients, ht,,~j(n) 
total number of control filter coefficients 
total number of coefficients in the transfer function Ht,,~(n) 
performance function to be minimized by the adaptive 
controller 
total number of coefficients for the etk(n ) 
total nmnber of error sensors 
total number of control actuators 
discrete time index 
filtered reference input used to adapt the control filter 
vector comprised of the M Filtered input signals, rl,,,(n ) 
matrix comprised of the L vectors, rl(n) 
autocorrelation function of the reference input signal, x(n) 
ith control filter coefficient for the ruth control signal 
control filter transfer function for the ruth control signal 

w(,) 

x(n) 
y,,,(n) 
Y(n) 
el(n) 

~t 
~ ( . )  

vector comprised of the M control filter transfer functions, 
w,,,(n) 
reference input sigh'a] 
control signal for the ruth actuator 
veetor comprised of the M control signals, y,,(n) 
vector consisting of Hi(n) augmented with clk(n) 
estimate of Ol(n) at time n 
convergence parameter for the control algorithm 
vector consisting of¥(n) augmented with x(n) 

Introduction 

The development of faster and more powerful digital signal 
processing boards in recent years has been accompanied by a 
greatly increased interest in active noise and vibration control. 
Along with this increased interest has come significant progress 
in developing an increased understanding of active control. Ac- 
tive control involves the use of secondary sources which are ap- 
plied to the system to control the disturbance created by the 
primary source. The degree of coupling which exists between 
secondary sources and the primary source depends on the 
spacing between the primary and secondary sources, and de- 
termines the performance which can be achieved from an ac- 
tive control system. If the sources are located in such a way that 
they are closely coupled, the primary and secondary sources 
will interact with each other, making it possible to achieve a 
global reduction of the energy in the field. ~ The effect of this 
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interaction is that the impedance seen by each source is al- 
tered. If the secondary source velocity is out of phase with the 
force (or pressure, in a fluid) at the secondary source location, 
the secondary source will produce negative power (i.e., it is an 
energy sink). This phenomenon also has the effect of altering 
the impedance seen by the primary source, thereby altering its 
power output as well. On the other hand, if the secondary 
sources are not coupled to the primary source, it is still possible 
to minimize the disturbance at some desired location, but at 
the expense of increasing the total power in the field. 

To achieve successful results using active control, one must 
be able to accurately determine both the amplitude and phase 
of the control signal necessary to minimize the disturbance. If 
the parameters of the system are known with sufficient accu- 
racy, it is possible to achieve the desired goal using a fixed con- 
troller. However, typically the parameters may be difficult to 
determine accurately, or the parameters may change in time. 
In such cases, a fixed controller can be expected to give sub- 
optimal control. Adaptive control provides an attractive means 
for implementing active control, since the control algorithm 
will adapt in real-time and converge to the solution for the opti- 
mal control filter. In addition, it is not critical to have highly ac- 
curate a priori estimates of the parameters of the system. 

Much of the research reported on adaptive control involves 
the control of sound propagating in a fluid (i.e., air), or of sound 
radiated from a vibrating structure. These applications include 
the minimization of noise propagating in a duct, the minimiza- 
tion of the energy density in an enclosure, and the minimiza- 
tion of sound radiated from a panel. 2-7 The majority of applica- 
tions reported to date have involved a single quantity which is 
minimized by a single control source. Thus, the control system 
can be characterized as a single-input/single-output controller. 

There have been a number  of active vibration control 
schemes reported in the literature. Active vibration control of- 
fers considerable potential in controlling the vibration of a 
structure for such purposes as minimizing fatigue of the struc- 
ture or minimizing radiation from the structure into an acoustic 
medium. Until recently, much of the research reported on ac- 
tive vibration control was nonadaptive in nature, generally 
based on some form of feedback control law. s-m However, there 
are advantages to having an adaptive system for active vibration 
control, just as for active noise control. Recently, there has been 
increasing interest in developing adaptive active vibration con- 
trol systems, which have generally been based on some form of 
feedforward control law. White and Cooper developed a con- 
trol system for isolation mounts using a frequency domain ap- 
proach which could be slowly adapted, t4 More recently, adap- 
tive control systems have been developed which are capable of 
adapting on much shorter time scales35-16 

A number of applications for active vibration control can be 
formulated as single-input/single-output control problems, 
analogous to the duct problem for active noise control. Previ- 
ous work was reported regarding the minimization of the vibra- 
tion transmitted through an isolation mount, which represents 
a single-input/single-output control problem3 r This paper con- 
siders an extension of this work to investigate adaptive control 
of vibrating plates using multiple control actuators. The adap- 

live controller developed is based on the least-mean-squares 
(LMS) algorithm, developed by Widrow, el al., for use in signal 
processing applications. *s-~9 The adaptive algorithm can be 
characterized as a single-input/multi-output control algorithm, 
and differs from previously reported schemes in that the con- 
troller performs both system identification and control in real- 
time, without the necessity of introducing any added noise 
signal. 

Development of the Multi-channel Algorithm 

In developing the adaptive controller, a model-reference ap- 
proach has been adopted, whereby the controller converges so 
as to have the same input/output characteristics as the system 
to be controlled. In the development of the LMS algorithm, 
the output of the LMS filter is assumed to be the convolution 
of the input data sequence to the filter with the LMS filter co- 
efficients. As such, the LMS algorithm can be described as an 
adaptive finite impulse response (FIR) filter. If this assumption 
is extended to a multi-channel algorithm, with M outputs, the 
output of the mth LMS filter ym(n) can be represented as 

1-1 
y,,(n) = ~_~ wmt(n)x(n-i) 

i=0 
(1) 

where x(n) is the input data sequence, Wm/n) represent the 
(possibly) time-varying LMS filter coefficients, n represents a 
discrete time index, and I represents the number of LMS coef- 
ficients. These control signals are then used to drive the M con- 
trol actuators in such a way as to minimize some selected per- 
formance function, Je. For the development in this paper, the 
performance function is obtained as the sum of the squared 
outputs from L error sensors, which measure the vibration of 
the plate. Thus, J~ can be written as 

L 
Je =]~ e~(n) , 

l=1 
(2) 

where et(n) is the/ th  error signal which results from the re- 
sponse of the plate to the primary excitation and all M control 
actuators. If the expected value of the sum in Eq. (2) is mini- 
mized, the optimal Wiener solution results. Since this expected 
value is often not available, the LMS algorithm converges to 
this solution using a gradient descent method and an instanta- 
neous estimate of the gradient of the performance function. 
This corresponds to using a performance function as given in 
Eq. (2). By using the sum of the squared errors, a quadratic 
performance function is obtained, which is characterized by a 
global minimum, corresponding to the optimal control solu- 
tion. 

It was mentioned that each error signal is affected by each of 
the control actuators. In active noise or vibration control, a 
transfer function exists which relates the ruth control output, 
ym(n), to the response at the lth error sensor due to that control 
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output. This transfer function will be referred to as the "lmth 
control path transfer function," and will be denoted by Hlm(n ). 
In the context of the present problem, this transfer function 
represents the D/A convertor, the mth control actuator re- 
sponse function, the system (plate) transfer function between 
the mth control actuator and the/th error sensor, and the/th 
error sensor response function. Since there are multiple actua- 
tors and error sensors, there will also be multiple control path 
transfer functions. This is shown schematically in Fig. 1, for the 
case of two control actuators and two error sensors. For the 
control scheme developed in this study, it is assumed that the 
control path transfer functions can be modelled with sufficient 
accuracy by FIR filters. Using this assumption, the response of 
the lth error sensor can be represented by 

M J-1 
el(n) --d/(n)+ Z Z hlmj(n)ym(n-j) 

m =I j = 0  

M J-1 1-1 
=dl(n)+ Z Z Z hlmj(n) Wm,(n-j)x(nj- i )  • 

m=lj=O i=0 

(3) 

¥r(n) - [ y l ( n )  yl(n-1) ... yl(n-J+l) lyo(n).., y2(n-J+l) l 

• .. l yM(n).., yM(n-J+l)] , 
(5) 

allows the error signal to be written as 

el(n) = dr(n) + It~'(n)¥(n) . (6) 

In the development of the LMS algorithm, it is assumed that 
the input to the LMS filter, x(n), is correlated in some way with 
the signal to be canceled, dr(n). Using this assumption, it is pos- 
sible to relate x(n) to dl(n) by means of a transfer function, 
where it will again be assumed that this relationship can be suf- 
ficiently and accurately modelled using a FIR filter. This rela- 
tionship will be represented by 

K-I 

dz(n) = ] ~  Cl~(n) x(n-l~) . 
k=0 

(7) 

If the vectors defined in Eqs. (4) and (5) are now aug- 
mented, according to 

In this equation, dl(n) is the response to the primary excita- 
tion at the lth error sensor, which represents the disturbance to 
be minimized, and the hlmj(n) represent the lmth control path 
transfer function, Hlm(n), which has J coefficients and may be 
time-varying. 

From Eq. (3), it can be seen that two transfer functions must 
be determined to obtain optimal control. Determining the 
proper values of the hlmj(n) represents a problem in system 
identification, while determining the proper values of the 
Wmi(n) represents the control problem. If the system to be con- 
trolled is truly stationary, it is possible to determine the proper 
values for one or the other (or both) of these two transfer func- 
tions off-line, from which the optimal controller could be de- 
termined and implemented. However, if the system is time- 
varying, the performance of the controller will be degraded as 
the off-line estimates become less accurate. If the system pa- 
rameters change sufficiently, it is even possible for the control 
system to become unstable. Thus, a means of determining the 
control path transfer functions and the LMS control transfer 
functions adaptively would be desirable• It will be shown below 
that both of these transfer functions can be determined adap- 
tively in real-time, without the need for any additional noise 
signals. 

System Idenlffleallon. This section outlines the procedure 
used for adaptively estimating the proper values for the control 
path transfer function coefficients, hb,~j(n). The development is 
simplified through the use of several vector definitions. Defin- 
ing 

I-I~ (n) = [hllo(n ) hm(n)...hll(j_l)(n ) I hl2o(n)...hl2q_ll(n) I (4) 

... I hlM 0 (n)...hlMq_l)(n) ] 

and 

O[(n) -- [hno(n)...htM(j_l)(n) l clo(n)...Cl(K_l)(n)] (8) 

and 

Or(n ) -  [y~(n)...yM(n-J+l) Ix(n) x(n-1)...x(n-K+l)] , (9) 

it is possible to represent the/th error signal in the simple form 

el(n) = Of(n) O(n) . (10) 

In the above expression for the/ th  error signal, it will be 
noted that measured values of el(n) are available, as are all of 
the values in qb(n), either as measured input signals or calcu- 
lated control signals. Thus, the only unknown values are the de- 
sired coefficients in the vector @l(n). There are a number of 
adaptive estimation algorithms available for determining the 
coefficients in the vector Ol(n). In the present work, the projec- 
tion algorithm (sometimes referred to as the normalized LMS 
algorithm in the literature) was used. 2° For the projection algo- 
rithm, if the estimate of Or(n) is denoted by" ~(n),  the coeffi- 
cients are updated according to 

ad)(n) [el(n) - ~(n) O(n) ] (H) ~(n+l )  = ~(n)  + b + OT(n)O(n) 

where b is a constant greater than 0 to prevent division by zero, 
0 < a < 2 to ensure convergence of the algorithm, el(n) is the 

• T measured error signal, and Ol (n)~(n) represents the estimated 
error signal. 

The projection algorithm will converge to a solution which 
minimizes the difference between the measured error at the 
/th error sensor and the estimated error at that sensor. Whether 
this solution converges to a model of the true system parame- 
ters or not depends on the characteristics of the input s ignal ,  m 
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However, in the context of active vibration control, the impor- 
tant property is whether the solution converges to give the 
proper input/output relationships for the frequencies present. 
The projection algorithm will do this, even if the resulting solu- 
tion does not necessarily represent the actual parameters of the 
system. :'° Furthermore, the only information which is used to 
obtain the solution are those signals which are naturally avail- 
able from the system. This is in contrast to other systelns which 
are either nonadaptive, or introduce additional excitation sig- 
nals into the system to obtain the proper model. ~2~ 

System Control .  To develop the multi-channel algorithm 
used to determine the optilnal control signals, it is desired that 
the performance function given by Eq. (2) be minilnized. The 
approach adopted here has been developed previously, and is 
presented here briefly for the sake of completeness? 4 To obtain 
the desired result, it is usefnl to consider the case where the 
LMS filter coefficients, w,,,~, are time invariant. This is appro,'d- 
mately true when tile solution for w,,~i is close to the optimal so- 
lution. As Elliott, et  al., discuss, assuming time invariance is 
equivalent to assuming the filter coefficients w,, ,  are only 
slowly varying relative to the timescale of tile response of tile 
system to be controlled? '4 Using this assmnption 'allows Eq. (3) 
to be rearranged as 

M I-1 J-1 
et(n) =dr(n)+ ~ ~ w,,,, ~_~h@i( t , )x (n- j - i )  . 

m=l  i=0 j=0  
(12) 

The form of this equation corresponds to inverting the order 
of the two transfer functions, W,,, and Hi,,,. The last term in Eq. 
(12) can be seen to correspond to the input signal being filtered 
by the transfer function, HI,,,. Thus, to simplify the equation, 
define 

in Eq. (2), define the L x 1 vectors 

= , ( 1 7 )  

dT(,,)-[d,(,,)d2(,,)...dL(,,)] , (1S) 

and the M I x  L matrix 

_R(n)- [r,(n)r.~(n)...rL(n)] . (19) 

With this notation, the error vector, eft), can be written as 

e(n) = d(n) + Rr(n)W , (20) 

and the perforlnance function call be expressed as 

L 
J, = ~ e#(n) = er(n)e(n) . (21) 

l= l  

The expression for the error vector in Eq. (20) can be used in 
Eq. (21) to reveal the quadratic dependence of tile perfor- 
mance function on the LMS filter vector, W. 

J , . = d T ( n ) d ( n )  + 2 d T ( n ) R T ( n ) W  + W T R ( n ) R T ( n ) W  . (22) 

The LMS algorithm is a gradient descent algorithm. Thus, to 
determine the proper form of the control algorithm, the gradi- 
ent of Eq. (22) with respect to W must be obtained. The esti- 
mate of the LMS filter is then updated according to the nega- 
tive gradient until it converges to the optimal solution where 
the gradient is equal to zero. The result of this process yields an 
update for tile LMS filter given by 

W ( n + l )  = W ( n )  - I x R ( n ) e ( n )  , (23) 

j-1 
rt, , ,(n-i) =- ~,~ h l , , , j ( n )x (n - j -  i) , (13) 

j=0 

along with the vectors 

wT-~ [WlOIUll'"Wl(~-ll I W2o .. .w2(~-l)I...IWMo...WM(I_I) ] , (14) 

and 

r ~ ( n ) -  [ r t { n ) r n ( n - 1 ) . . . r n ( n - I + l ) l r t e ( n ) . . . r l e ( n - I + l ) l  (15) 

...IrtM(n)...rm(n-I+X)] . 

as 

With these definitions, the/th error signal can be expressed 

(16) et(n) = dr(n) + r/r(n)W . 

For the adaptive control algorithm, it is desired to minimize 
the signals from all L error sensors. To determine the sum of 
the squared errors required for the performance function given 

where tx is a convergence parameter greater than zero, cho- 
sen to maintain stability. Eq. (23) can be viewed as a multi- 
channel generalization of the filtered-x LMS algorithm devel- 
oped by Widrow and Stearns. 25 It can be shown that the algo- 
rithm described by Eq. (23) is stable for values of~t in the range 
0 < ~t < 2/km~ x, where ~'m~ is the largest eigenvalue of the "fil- 
tered autocorrelation" matrix, given by E { R ( n ) R T ( n ) } .  2~ In 
practice, the eigenvalues of this matrix are seldom known. A 
more restricted, but practical, convergence criterion based on 
the average input power can be developed, with the resulting 
criterion being given byY 

2 

0 < IX < h'2max [ L - M -  I .J2]R~x(0) ' (24) 

where Rx,.(0) represents the average power of the input signal, 
x(n) ,  and h,,~.,, represents the largest value the hi,,, j may assume. 
A brief derivation of this result, along with the assumptions as- 
sociated with it, is given in Appendix A. An important result 
concerning multi-channel control can be seen by examining 
Eq. (24). The denominator of the upper limit for the conver- 
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gence parameter is proportional to both the number of error 
sensors, L, and the number of control actuators, M. Thus, as 
additional control actuators and/or error sensors are added to 
the control system, the algorithm must converge at a slower 
rate, all else remaining equal. This is due to the time constant 
of adaptation being inversely proportional to the convergence 
parameter. 2s If the number of error sensors equals the number 
of control actuators, then the convergence speed rapidly be- 
comes severely limited as the number of channels is increased, 
which means that a system with a large number of channels will 
not be able to converge nearly as fast as a corresponding single- 
channel system. 

System Feedback.  The control system described above, with 
the system identification algorithm for identifying the II l and 
the system control algorithm for determining the Wm, can be 
expeeted to be stable and converge to the optimal solution if 
the convergence parameters are selected properly, based on 
the principle of certainty equivalence controlP This conclusion 
is based on two conditions: (a) the identification algorithm con- 
verges on a faster time scale than the control algorithm, so that 
a good model of the system is available as soon as possible; and 
(b) the input signal to the control system x(n) remains 
bounded ,  such that the F IR  filter output  also remains 
bounded. For a structure or an acoustic system, not only do the 
control actuators produce a response at the error sensors, but if 
the input sensor is sensitive to the output of the control actua- 
tors, they also produce a response at the input sensor. If  the 
magnitude of the gain of this feedback loop becomes greater 
than unity for some frequency, the control system will become 
unstable at that frequency. 

There are several ways of compensating for this potential 
problem. The simplest solution, which is practical in some 
cases, is to make the input sensor for the control system insen- 
sitive to feedback from the control actuators. An example of 
this would be control of a rotating shaft, where the input signal 
could be obtained from a tachometer on the shaft which mea- 
sures the frequency of rotation of the shaft. This signal will not 
change when the control actuators are operating, resulting in a 
stable control system. 

If the input sensor is sensitive to feedback from the control 
actuators, there must be some sort of compensation to remove 
the effects of the feedback. One approach to compensate for 
the feedback involves the use of an infnite-impulse-response 
(IIR) transfer function in place of the finite-impulse-response 
(FIR) transfer function used for the LMS algorithm. The 
RLMS algorithm used by Eriksson, et aL, represents such an 
approach, z3 By using an IIR transfer function, the denominator 
of the transfer function models the feedback path from the 
control actuator to the input sensor. 

Another approach, developed by Warnaka, et al., introduces 
additional compensation filters to model the feedback? 2 The 
compensation filters are determined adaptively in an a priori 
setup procedure, so as to model the transfer function of the 
feedback paths. The filters are then fixed for real-time opera- 
tion. To compensate for the feedback, the control signals sent 
to the actuators are also passed through the compensation ill- 

ters, thereby modelling the feedback through the structure. 
Tile output of the compensation filters is then subtracted from 
the measured signal at the input sensor, and this result is used 
as an error signal to adaptively remove the feedback effects. 
This approach was used for some of the results presented in the 
following sections. 

Implementa t ion  of  the  Contro l  System. For the results 
presented in this paper, the procedures outlined previously for 
system identification and control were combined to obtain an 
adaptive control system which is capable of achieving multi- 
channel control. This process is shown schematically in Fig. 1. 
The controller is based on gradient descent techniques, with 
the various transfer functions being updated each sample pe- 
riod. There are four operations which are performed each sam- 
ple period, given by Eqs. (1), (11), (13), and (23). For clarity, 
those equations are reproduced here. 

I-] 
ym(n) = ~ Wmi(n) x(n-i) ; m = 1,2,., .,M (1) 

i=0 

01 (n+l) - 01(n) 

a~(n) [el(n) - O[(n) (I)(n)];/=1 ..... L (11) 
4 b + qbr(n)(l)(n) 

J-1 
rt, n(n--i ) -~_~hlmj(n)x(n- j - i )  ; l=1,2 ..... L , m = l , 2  .... ,M (13) 

j=0 

L 
wmi(n+l) = w,,,i(n) - IX~_,tel(n)rl,,~(n-i) ; m = 1,2 ..... M . (23) 

l=l 

ddn) 

I 

Figure 1. Block diagram of multi-c~u~nnel control system for the case of 
two control actuators and two error sensors 
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In the last equation, Eq. (23) has been reproduced for a sin- 
gle component of the LMS transfer function vector to explicitly 
show the operations involved. 

For implementation, it is necessary to initialize the 01 trans- 
fer functions to have a nonzero value to obtain proper perfor- 
mance of the projection algorithm. In this work, no attempt 
was made to start from an initial estimate of the actual transfer 
functions of the system. Thus, all coefficients in the {~l transfer 
functions were initialized to have a value of 0.0625 (hex 
080000), and all the Wmi coefficients were initialized to a value 
of 0. 

Some of the experiments were performed using an external 
signal as the input to the LMS filters, so as to eliminate any 
feedback through the system from the control actuators. How- 
ever, some of the experiments were also performed using an 
input signal from a sensor located on the structure, and there- 
fore sensitive to system feedback. For these experiments, the 
compensation scheme described previously was used to re- 
move the feedback effects from the input signal before sending 
the input to the LMS filters. 

Experimental Apparatus 

The control system described previously was used to control 
vibration transmission associated with an aluminum plate in 
transverse vibration, supported by isolation mounts, located 
near each of the four corners of the plate (Figure 2). The di- 
mensions of the plate were 0.6096m × 0.4064m x 0.0127m, and 
the stiffness of each isolation mount was 2767 N/m. The isola- 
tion mounts were attached to a foundation, assumed to be 
rigid. The objective of the control was to minimize the vibra- 
tion at each of the mount locations, thereby minimizing the 
transmission of forces through the mounts to the foundation. 

Q Ix(t) ~m 
Signal 
Ganerator 

t 

~ - ]  Aeeoloromotom 

Figure 2. Schematic diagram of vibrating plate with isolation mounts 
and the associated control system shown here for two channels 

To accomplish this objective, "error" sensors were placed at 
each of the isolation mount locations, to monitor the vibration 
levels at those locations. 

The performance function consisted of the sum of the 
squared error sensor signals. To control the structure, Wilcoxon 
F3 electrodynamie shakers were attached to each corner of the 
plate. These locations were chosen to allow the shakers to effi- 
ciently couple into the various modes which could be excited in 
the plate. To excite the plate, a larger Wilcoxon F4 shaker was 
attached to the plate near the center of the plate. The excitation 
shaker was driven from a signal generator which could excite a 
single frequency, multiple frequencies, or broadband signals. 

The control system equations described previously were im- 
plemented in real-time using the Motorola DSP56000ADS sig- 
nal processing board. The error signals required were obtained 
by means of PCB 303al l  aceelerometers. The input signal was 
taken from the signal generator driving the primary excitation 
source, for the case of no feedback path, and taken from a PCB 
303All accelerometer mounted on the plate near the primary 
source for the case of feedback compensation. The input and 
error signals were passed through Ithaco Model 257A low-pass 
filters, and digitized by means of Ariel ADC56000 UO boards, 
which interface with the Motorola DSP56000ADS. The con- 
trol signals determined from the control equations were passed 
out the Ariel ADC56000, through the Ithaco filters, and ampli- 
fied to drive the Wilcoxon control shakers. 

For the results presented here, the sampling frequency was 
2000 Hz. During each sample period, the input signal and error 
signals were measured, the control signals calculated, the con- 
trol path transfer function estimations updated, and the LMS 
control filter updated. 

Experimental Results 

The control system described previously was implemented 
using one, two, and four active control sources to control a vi- 
brating plate. This section will present some experimental re- 
sults obtained for various control configurations. The controller 
was first tested to determine the convergence properties as a 
function of the number of channels used in the controller. Fig- 
ures 3-5 show time-domain results for the convergence of the 
error signals for one, two, and four active control sources, re- 
spectively. For all three cases, the same error signal is shown, 
and corresponds to an accelerometer in the same corner as a 
control source which is active. The excitation frequency used 
was 170 Hz, which corresponds to the bending mode reso- 
nance of the (3,1) mode of the plate used. Here, (3,1) indicates 
2 nodal lines in the long dimension of the plate, and 0 nodal 
lines in the short dimension of the plate. It should also be men- 
tioned that in the case of one- and two-channel control, the re- 
maining control actuators were still mounted on the plate so as 
to keep the mass-loading effects constant in all cases, but were 
not driven actively. 

From Fig. 3, it can be seen that the control system con- 
verged to its final solution in approximately 0.6 sec. The con- 
vergence is dependent upon the convergence parameter, Ix, in 
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Figure 3. Time history of the error signal for one-channel control and a 
170 Hz excitation signal. Control begins at about 0.3 second 
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Figure 4. Time history of the error.rignal for two-channel control and a 
170 Hz excitation signal. Control begins at about 0.1 second. The error 
signal shown is from the same sensor as for Fig. 3 
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Figure5. Time history of the error signal forfour-channel control and 
a 170 Hz excitation signal. Control begins at about 0.2 second. The 
error signal shown is from the same sensor as for Fig. 3 

Eq. (23), which was determined in all cases according to Eq. 
(24). In determining the convergence parameter, the algorithm 
multiplies the maximum allowable convergence parameter by 
some constant between zero and one. For Figs. 3-5, this con- 
stant was set to a value of 30 and not changed. Thus, the con- 
vergence parameter would be expected to decrease (and the 
convergence time to increase) approximately according to the 
square of the number of control channels used. (For these re- 
sults, the number of error sensors used, L, was equal to the 
number of control actuators used, M.) 

This conclusion is based on the assumption that the control 
system has accurate system identification estimates available 
from the start. To approximate this condition, the system iden- 
tification algorithm was set to converge considerably faster (by 
a factor of about 8) than the control algorithm for these results. 
While accurate system identification is obviously not available 
at the initial onset of control, the results seem to indicate that 
this is not a bad approximation when the system identification 
algorithm converges/:aster than the control algorithm. For two- 
channel control, the convergence time was approximately 2.7 
seconds (Fig, 4), and for fbur-channel control, the convergence 
time can be seen to be approximately 9 sec. (Fig. 5). The trend 
apparent here is consistent with what one would predict using 
Eq. (24), suggesting that Eq. (24) provides a reasonable esti- 
mate of the relative convergence time for the various cases. 
The implication of these results is that the larger the number of 
channels used, the slower the control system must converge to 
its final solution. In particular, for the two- and four-channel 
cases, it was found that even when the convergence was pushed 
to the stability limits, the system could not converge as fast as 
for a nominal one-channel case. 

Another feature of this control scheme can be seen in Fig. 4. 
In this case, before converging to the final solution, the error 
signal diverges to some extent before the control system con- 
verges to the final solution which minimizes the performance 
function. This phenomenon was not always observed, but was 
not uncommon. This is thought to be associated with the fact 
that the control scheme actually involves two simultaneous 
adaptive processes associated with the system identification 
problem and the system control problem. These two adaptive 
processes interact with each other in the convergence process, 
but do not seem to cause any instability as long as the conver- 
gence parameters are chosen to lie in the stable regime. It was 
found experimentally that this effect could be minimized by re- 
ducing the convergence speed of the control algorithm, and 
completely eliminated by allowing the estimation algorithm to 
converge close to its solution before turning on the control al- 
gorithm. It should be mentioned again that no attempt was 
made in these results to obtain an initial estimate of the correct 
transfer functions. One aspect of the current research is to fully 
investigate the interaction between the two algorithms, so as to 
gain a greater understanding of the properties of the control 
system, including stability and convergence. 

It is often easier to visualize the performance of the control 
system when the results are presented in the frequency do- 
main. Thus, the remaining results will present the frequency 
spectra of the error sensor signals for various control confignra- 
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tions. Figure 6 shows the results for the one-channel case, cor- 
responding to the controller driving a single control actuator to 
minimize the vibration at the error sensor closest to the control 
actuator, while ignoring the response at other error sensors. 
For reference, comer I is used to refer to the error sensor near 
the first comer of the plate. The numbering scheme is such 
that comers 1 and 3 are opposite each other, as are comers 2 
and 4. Again, the excitation frequency is 170 Hz. For the one- 
channel case, the controller successfully attenuated the vibra- 
tion at comer i by about 62 dB, but had only minimal effect at 
comers 2 and 4 and attenuated comer 3 by only 11 dB. 

Figure 7 shows similar results for the two-channel ease, with 
active control actuators located at comers 1 and 3; i.e., at oppo- 
site comers of the plate. For the two-channel case, the vibra- 
tion at comers 1 and 3 was attenuated by 45 dB and 71 dB, re- 
spectively, while comers 2 and 4 were again largely unaffected. 

In fact, in this case, the levels at comers 2 and 4 actually in- 
creased by about 1 dB when the control was applied. It should 
be mentioned that it was found that operating the control shak- 
ers introduced low-level 60 Hz noise into the signals measured, 
which can be recognized as the additional peaks in the con- 
trolled spectra. 

Figure 8 shows the corresponding results for the four-chan- 
nel case, with active control actuators at 'all four comers of the 
plate. In this case, all four comers were successfully attenuated 
by about 45 dB, except for comer 4, which was only attenuated 
by about 26 dB. The reason for this discrepancy is not readily 
understood. However, it may be associated with the fact that 
the convergence parameter of each channel was set to be 
somewhat different to prevent fighting between channels as 
the system converges. The convergence of channel 4 was set to 
be the slowest, which may result in the reduced attenuation at 
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Figure 6. Error signal spectrum for one-channel control. Without con- 
trol, dashed line; with control, solid line. 
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comer 4. It was found in measuring the vibration level through- 
out the plate, that the four-channel case resulted in global at- 
tenuation of the plate, which was not the case with either the 
one-channel or two-channel eases. 

The previous results were obtained by eliminating feedback 
from the control system, by using the driving signal for the exci- 
tation shaker as the input signal to the adaptive control algo- 
rithm. The control system was also tested in the presence of 
feedback, by employing the fixed compensation filters dis- 
cussed earlier. The input signal for the control system was ob- 
tained from an additional PCB 303Al l  accelerometer  
mounted on the plate approximately i cm from the primary ex- 
citation point. The results were found to parallel the results ob- 
tained for no feedback, which implies that the compensation 
filters were able to remove the feedback sufficiently well so as 
not to degrade the performance of the control system. One 
case is shown in Figure 9 for the case of two-channel control. A 

comparison with Fig. 7 shows the differences in control to be 
minimal. This result was found to be general, in that the results 
obtained with feedback were very similar to the results ob- 
tained without feedback. Thus, the results shown in this paper 
for the case with no feedback in the system can also be re- 
garded as typical for the case with feedback. 

The adaptive control system was also tested using an excita- 
tion signal consisting of several frequency components which 
were input to a single excitation shaker. Figures 10 and 11 show 
results obtained for two-channel and four-channel control, re- 
spectively. In both cases, the input excitation consisted of two 
sine waves with frequencies of 170 Hz and 381 Hz, corre- 
sponding to the (3,1) and (1,3) bending modes of the plate. No 
feedback was present for the results shown here. The results 
for multiple frequency excitation are very similar to the previ- 
ous cases of single frequency excitation. For two-channel con- 
trol, the vibration at comers 1 and 3 was attenuated very signif- 
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icantly at the two excitation frequencies, while the vibration at 
those frequencies was not attenuated significantly at the two 
uncontrolled comers. Similarly, for four-channel control, both 
frequency components were attenuated by at least 20 dB at all 
four comers of the plate. 

The controller has been applied to a number of multiple fre- 
quency signals, and demonstrates similar control capability. As 
long as there is a sufficient number of coettlcients in the control 
filter (a minimum of two per frequency component to be con- 
trolled), similar control results can be obtained. For the ease of 
random excitation, the physical nature of the system to be con- 
trolled is of utmost importance. For an LMS-based control sys- 
tem, there must be a significant correlation between the input 
signal to the controller and the signal to be attenuated. For ran- 
dom excitation of structures, this correlation may often be lack- 
ing, resulting in poor control of the vibration. Further discus- 
sion of this can be found in Ref. 17. 

Conclusions 

A multi-channel generalization of the filtered-x LMS algo- 
rithm has been developed for active control of structural vibra- 
tion. The system effectively performs both system identifica- 
tion and control in real-time using two parallel adaptive 
algorithms. Work is currently being done to more completely 
characterize the nature of the interaction between the two al- 
gorithms, as well as more fully developing the stability charac- 
teristics of the control system. The application of the control 
system on a flexible plate has demonstrated that the control 
system is robust and effective in minimizing the chosen perfor- 
mance function. For the results presented here, the perfor- 
mance function consisted of the sum of the squared error sen- 
sor signals at a discrete number of points. The results show that 
the controller minimizes the vibration at those points, but may 
not necessarily result in global attenuation of the vibration 
field. 

The case of four-channel control, with control actuators and 
error sensors located near all four comers generally resulted in 
global attenuation. However, in general, if global attenuation is 
desired, attention should be given to selecting the performance 
function in such a manner that minimizing the performance 
function also produces the desired global attenuation. Finally, 
although not shown here, the adaptive controller has also 
demonstrated the ability to track changing input excitations 
and changing system parameters. The adaptive control system 
is currently being used to gain a better understanding of the 
physical mechanisms involved in multi-channel active control 
of structures, by means of investigating the modal structure of 
the plate both without and with control. 
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Appendix 

This appendix contains a derivation of the convergence re- 
sult given in Eq. (24), which is reproduced here for reference. 

2 
0 < I x < hL~x [rL "M" I .-2~jj Rx,.(0 ) (A1) 

The range of stable values for p is given by 0 < g < 2/~, ..... 
where ~-,,1~, is the largest eigenvalue of the i~ltered autocorrela- 
tion matrix, z6 To arrive at the desired expression, the value of 
~.,,~ must be expressed in terms of the average input power. 
Since the autocorrelation matrix, E{R(n)Rr(n)}, is positive def- 
inite, the following relationship exists: 

Zm~ ,-< t race [ E { R ( n ) R r ( n ) } ]  . (A2) 

Using Eqs. (19) and (15), this can be expressed as 

L 

/=1 

L M 1 - 1  

= E { E  E E r~m(n-/)} • 
/=1 m=l i--O 

(A3) 

Remembering the definition ofrtm (n-/) given in Eq. (13) al- 
lows Eq. (A3) to be expressed as 

c M m / J - 1  \/1-1 \ 

= m = l  i=0 \j---0 / / k = 0  / 

(14) 
t, M t-t 1-1 1-~ 

/=1 m=l  i----O j--O k=O 

where tile independence of ht,,y(n) and x(n) has been used and 
E{hlmj(n)hlmk(n)} = hlmj(n)hlmk(n). Assuming that x(n) is a sta- 
tionary process, 

E {x(n-j-i) x(n-k-/)} = ~ 4 / - k )  , (A5) 

where R~x(x) is the autoeorrelation function of the input signal, 
x(n). However, since R~.x(x) is the input signal autocorrelation 
function, the maximum value occurs for x = 0, which corre- 
sponds to the average input signal power. Thus, from Eqs. (A4) 
and (A5), 

c m I-1 J-1 J-I 

l=1 t ~ l  i=O j---0 k=0 

(A6) 

Finally, if an upper bound is known for htmj(n), denoted by 
h,,~x, the transfer function coefficients may be removed from 
the sum to yield 
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L M z-t 1-1 j-1 

 m -hm E E E E E 
/=1 m=l i--O j=0 k=0 

(A7) 

or 

< 2 ) ~ , . ~  _ h.,~ [L. M" I .j2] R~(O) (AS) 

The Motorola DSP56000ADS signal processing board which 
was used is a fixed point processor so that h,,~ was known to be 
bounded by a value of 1. Replacing )~m~ in the upper bound for 
the convergence parameter by the expression in Eq. (A8) leads 
to Eq. (24). 
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