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A variational-principle formulation of dissipative magnetohydrodynamics (DMHD) including
thermal conduction and viscous dissipation as well as resistive decay is presented. The functional to
be minimized is an extension of the generalized entropy-production (GEP) rate first discussed by I.
Prigogine [ Nonequilibrium Thermodynamics, Variational Techniques, and Stability, edited by R. J.
Donnelly, R. Herman, and I. Prigogine (University of Chicago Press, Chicago, 1966)]. Minimiza-
tion of this functional at each instant of time results in the proper evolutionary behavior of the
MHD fields while the correct boundary conditions are maintained. Steady-state solutions are ob-
tained as a special case of the GEP functional minimization, which is fully consistent with earlier
entropy formulations for the steady state. The method is illustrated with an explicit application to a
simple, one-dimensional model of a reversed-field pinch.

I. INTRODUCTION

In this paper we present and analyze a variational for-
mulation of  dissipative magnetohydrodynamics
(DMHD), a physical model often used for a plasma or
conducting fluid. Central to any variational problem is a
functional depending on the fields of interest; the func-
tional in this work may be identified as a generalized
entropy-production (GEP) rate. This identification is
based on the properties of the functional and its reduc-
tion in simple, steady-state cases to familiar expressions
for the entropy-production rate.

Our work builds on the ‘“local potential” or “general-
ized entropy-production” formulation of Prigogine and
co-workers. ! =% In Sec. II we briefly review this work and
construct a GEP integral for DMHD.

Computationally, the variational method here has con-
venient properties common to variational techniques,
such as automatic inclusion of boundary conditions. It
seems particularly well suited to deal with nonlinearities
introduced by field-dependent transport coefficients. The
method is simple, straightforward to apply, and in our
examples, explicitly incorporates time dependence and
deals with the physical fields directly. For a detailed ex-
ample of the application of a local potential different
from the examples of this paper, see Ref. 9.

A recent paper by Hameiri and Bhattacharjee!® devel-
ops similar entropy-production integrals for magnetic
fields in a resistive medium. These authors confine their
discussion, however, only to the magnetic field and also
consider only the steady state. They argue in the exam-
ples they consider that the steady state is as much a state
of minimum entropy production rate as it is a state of
minimum magnetic energy, but that the principle of
minimizing the rate of entropy production has a
justifiable dynamical basis and interpretation that makes
it preferable. In comparable situations and restricted to
the steady state, our GEP integrals reduce to identical or
very similar forms. However, in this work we consider
explicitly entropy production due to temperature gra-
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dients and viscous dissipation. Further, as developed
here, minimizing a suitable generalized entropy-
production rate is a principle which guides the evolution
of the system in time, rather than just defining the steady
state.

In Sec. III we outline an explicit computation of a
simplified model of a plasma in a reversed-field pinch
(RFP) using the GEP formulation. The explicit compu-
tation illustrates the applicability of the method to gen-
eral plasma problems. In this particular application, the
method reduces numerically to a weighted Galerkin ap-
proximation. Many important geometrical and physical
effects have been left to future studies where the focus is
on quantitative comparisons with experiment as opposed
to the present study which is aimed at conceptual ques-
tions.

II. THE GENERALIZED ENTROPY-
PRODUCTION FORMULATION

A. Physical interpretation and the nonstandard variation

The general formulation of dissipative evolution equa-
tions in terms of the minimization of a generalized
entropy-production rate or the “local potential” was first
discussed by Prigogine in Ref. 1 and most thoroughly
developed in Ref. 2. Applications and discussion of the
GEP method are included in Refs. 3-9. We wish to re-
view here the physical interpretation of this method and
then apply it to the equations of DMHD. In this section
we construct a GEP functional and variational procedure
that produces the correct partial differential equations for
a DMHD system.

Let ¢(x,t) denote a composite field variable of the posi-
tion vector x and the time ¢. The components of ¢ may
consist of temperature 7'(x,t), magnetic field B(x,t),
velocity v(x,t), etc., so that ¢(x,t) =[T(x,t),B(x,t?),
v(x,t),...]. The GEP functional ®(¢,¢,) is a volume in-
tegral over terms involving the two composite fields
do(x,2) and ¢(x,?), and is thus a function of time. The
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field @y(x,t), with the zero subscript, is interpreted as the
average (mean) value of the fields at the position x and
the time t. The field #(x,?), without the subscript, is
viewed as including variations of the fields away from the
average values. The minimization of ®(¢,¢,) with
respect to ¢ by the methods of variational calculus is in-
terpreted as calculating the most probable value ¢,(x,1),
given @4(x,t). We apply a posteriori the “subsidiary con-
dition? that ¢,(x,t)=¢y(x,t). This subsidiary condition
is to be interpreted as demanding that the most probable
state ¢,(x,t) obtained from the minimization procedure
coincide with the average state ¢y(x,t). The partial
differential equations which then result from this pro-
cedure are those equations that determine the state of the
system.

The primary condition for an acceptable ®(¢,¢,) is, in
fact, that this minimization procedure, with the accom-
panying subsidiary condition, produce the correct partial
differential equations. We refer to these partial
differential equations collectively as the balance equa-
tions, since they represent the balance of energy, momen-
tum, etc. A second condition placed on ®(4,d,) is that
D(,dg) > PPy, dp), for all variations ¢(x,t) away from
éo(x,t). This requirement ensures that ®(dg,¢,) is a glo-
bal minimum of ®(@,4,) for arbitrary variations of
do(x,t). For our purposes we also require that ®(¢,d,)
have the units of entropy production, i.e., entropy per
unit time. This is so that in simple situations the func-
tional ®(¢y,¢,) is the entropy production rate and the
variational procedure described corresponds to a general-
ization of the theorem of minimum entropy production.?
We will refer to ®(¢,¢4,) as the GEP functional and
D(¢g,¢g) as the entropy-production rate. This is an im-
portant distinction in what follows.

For purposes of comparison with the published views
of other authors"!® we make the following remarks. (i)
We specifically avoid referring to the field variations

J

§3+V'(pv)=0 (mass balance) ,
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¢(x,t) as fluctuations. It is customary to consider fluc-
tuations in field quantities, e.g., the magnetic field B(x,?),
to take place on a much finer temporal and spatial scale
than for the mean fields. In the balance equations for the
mean fields the fluctuations have been averaged and/or
incorporated into transport coefficients. It is not clear
what partial differential equations with transport
coefficients should be used to model the evolution of the
fluctuations taking place on the small spatial and
temporal scales. In contrast, a field variation
8d(x,t)=¢(x,t)—dy(x,t) away from the mean field, obeys
a linearized version of the mean-field balance equations.
The effect of fluctuations in the generation of entropy is
included through the transport coefficients, or explicit
fields arising through the ensemble average of fluctuating
quantities. (i) As a consequence of the first, the second
point we wish to make is that the entropy-production in-
tegral for a nonequilibrium system cannot depend on the
field variations, which are mathematical rather than
physical. The entropy production of a system, whether in
an evolving state or a steady state, can depend only on
the fields in the system and not on possible variations of
those fields. Consequently, we identify ® (¢, d,) with the
entropy-production rate and not the GEP functional
D(d,dp).

We are not suggesting with these remarks that oscilla-
tions (unstable or stable) are precluded. Any instabilities
that may develop with characteristic temporal and spatial
scales consistent with a mean-field description are fully
incorporated in the GEP formulation. The evolution of
instabilities with shorter time scales or finer spatial scales
is not properly described by mean-field equations.

B. GEP functional for DMHD

The fundamental balance equations for the mean fields
in (single-component fluid, charge neutral) DMHD are as
follows:'!

ot
ﬂ(,;tm=~Vp +%J><B—V~(pvv+ﬁ) (momentum balance) , (2)
% 71_’7 =—V- Jq+yp_v1 —pV-v—ﬁ:Vv+J- E+%VXB —S (energy balance) . (3)

All familiar symbols in Egs. (1)-(3) have their usual
meaning with J (x,?) denoting heat current density and
S(x,t) denoting sources and/or sinks of energy for the
“fluid” such as bremsstrahlung radiation, line radiation,
etc. A positive S corresponds to a sink.

To these equations we must also add the Maxwell
equations determining the electromagnetic fields with the
usual neglect of the displacement current

VxE=_L198

UxB=2"5 . @)
c Ot c

In order to apply these equations to physical problems
it is necessary to make certain assumptions concerning
the spatial and temporal scales and to assume certain
phenomenological relations. For the present we will as-
sume simple and familiar forms but note that other possi-
bilities exist. The form of these equations and the func-
tional form of the transport coefficients reflect our choice
for a physical model incorporating the effect of fluctua-
tions,

J,=—«VT (Fourier’s law) , (5)
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I, = —2vd;

where d;;=3(v;,;+v;;,;) (Newton’s law) ,  (6)
E+%v><B+6’(B)=nJ (Ohm’s law) . )

The notation v;,; denotes the covariant derivative in the
jth direction of the ith covariant component of the veloc-
ity v. The transport coefficients «,v,7 are, respectively,
the thermal conduction coefficient, viscosity coefficient,
and the resistivity. In principle, we consider these trans-
port coefficients to be functions of the fields, and in par-
ticular of the temperature. The field 6(B) is the familiar
“dynamo” electric field arising from the coupling of the
velocity field fluctuations to fluctuations in the magnetic
field. For a discussion of this term, its derivation, and
possible field dependencies see Refs. 12-15. Briefly, the
ensemble average (vXB/c) gives rise to the second and
third terms on the left-hand side of Eq. (7). Only mean
fields occur explicitly in Eq. (7).

It is convenient to combine Egs. (4) with Ohm’s law,
Eq. (7), to obtain the induction equation

%vXB+6’-—nJ

(magnetic field balance) . (8)

To construct a GEP functional we use the following
four criteria: (1) Under the nonstandard variation of
d(d,¢,) described in Sec. IT A, the balance Egs. (2), (3),
and (8) must be obtained. (2) The extremum ®(dy,d,)
corresponds to an absolute minimum. (3) The GEP func-
tional ®(¢,¢,) dimensionally represents the rate of entro-
py production. (4) The implied boundary conditions
must correspond to the situation under consideration.

The GEP functional takes the form
=0y +P,+Pr+P,, where the two terms @, and P,

J

1 9B 1
Toye Ot Tyc

Gp=| d
BfVUZTO 4

will serve as a GEP functional. The fourth term in the
square brackets in Eq. (10) is inserted specifically for the
purpose of subtracting out the unwanted term that ap-
peared in Eq. (9) under the variation. This cancellation
happens after application of the subsidiary condition.
We note, however, that this term couples gradients in
temperature to the magnetic field and gives a term in the
GEP functional similar to the Nernst effect. !¢

The boundary condition implied by the functional of
J

P, = deu

Yo .. 1
—JdU, .. —_y
Tod d;+ Tov

which implies the boundary condition

VX (vo X By)— ——V X §y—V
TO

V'(p0V0V0)+VPO—' Toﬁo'v
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have been essentially derived in Ref. 2 and we do not re-
peat the derivation here. Variations of these two terms
with respect to v and 1/7, respectively, yield Egs. (2) and
(3). However, the specific forms used in this paper can be
easily obtained with the same techniques we now demon-
strate for Eq. (8).

We begin with the density for the entropy production
rate due to the Ohmic dissipation. It is given by
n|J|%/2T. Since we are seeking a piece of the GEP
functional for the magnetic-field balance Eq. (8), it is the
magnetic-field variations which are of interest. Conse-
quently, we consider a variation of the magnetic field, and
put zero subscripts on temperature-dependent quantities
to prevent any contribution from these terms to the ener-
gy balance equation arising from a variation of 7,

o

J2

—To

) T,

J-8J where 8J=---Vx 5B .
4T

Using standard vector identities, one finds

Mo Mo¢
TOJSJ—V 6B X 47rTOJ
[4 1
+47rT08B VX (nd)+ T,V T, XnJ | -

9)

The first term in the square brackets on the right-hand
side of Eq. (9) we recognize as the last term in the induc-
tion equation, Eq. (8). The second term in the brackets is
an “unwanted” term that does not appear in the induc-
tion equation and we must subtract a term in the func-
tional to compensate. Upon integration the divergence
term in Eq. (9) converts to a surface integral that deter-
mines boundary conditions when set equal to zero. With
this insight as to the entropy production from the Ohmic
dissipation we see that

} (10)
[

Eq. (10) [from the divergence term in Eq. (9)] is

L

where 3V denotes the boundary of the integration volume
V.

T, X10Jg

o€

B
9B X 47T,

J, |-ida =0, (11)

Corresponding to the balance Eq. (2) for the velocity
field v(x,?) we can use the GEP functional

} ) (12)

1 1 d
]— p JoXBy+ ar (povo)

0
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8v-ﬁ0 R
f fida=0. (13)
v T,
For the balance Eq. (3) we use 1/T as the unknown field and have the GEP functional
Kg 2 _L _1_ i Po PoVo A 0. 2
q)TszdU 5 DoV |7 i T | |- 71 +poV vo+ p:Vvo—1eJ5+ S, (14)
The corresponding boundary condition is
1 a
fast 7 RT3V |4 |Bda=0. (15

For mass conservation of a single fluid, Eq. (1) does not involve any dissipation, since there is no diffusion of fluid
species relative to one another. For a different plasma model where, say, electrons and ions are treated as separate
fluids, then the dissipation associated with the relative diffusion of the components is also a dissipative term and con-
tributes to the generation of entropy. The relative diffusion of species has been treated adequately elsewhere” and since
these considerations are irrelevant for our single-fluid model, we do not consider them further.

Although in the present single-fluid model it is only Egs. (2), (3), and (8) that correspond to the generation of entropys;
the mass conservation Eq. (1) can still be included in a GEP functional if desired. We assume that V-v,50 and then

9po
3 TYoVeo

P’ —pé

(p—po)(V-vy)
T,

o =(const)dev s (16)

. (V-vg)2+

subjected to the usual form of nonstandard variation re-
sults in Eq. (1). The constant in front of the integral in
Eq. (16) is chosen to get appropriate dimensions and scal-
ing. No boundary conditions on py(x,?) are implied by
the variation of Eq. (16), and the form of the GEP func-
tional is also chosen so that it makes no contribution to
the entropy-production rate ®(d, ;).

We also remark that other forms of &
=®p+P,+P;+P, are possible leading to the same
balance equations. The functional ® is not unique. In
particular, terms involving only the mean fields ¢, can be

|

A‘PB E¢B(¢,¢O)_¢B(¢07¢O)

Mo > Mo c
=(d 83|24 —2J,-8T + 6B
fVUZT()' T T+

1

Using 8J=(c /4m)V X 8B and integrating the second term
in the integral by parts gives

Mo

— 2 Mo
Ach_deUZTO |87 | +faV

8B X WJO ‘Nda

1 9By 1
¢ ot _CVX(VOXBO)

[4
B-
+ [, v Ty 0

—V><60+V><nolo] .

L% 1 g yoxBy— L vxe, v
Toc 0ot Tyc 00 0

[

added or subtracted without affecting the result of the
variation since it is ¢ which is varied and not ¢,. Conse-
quently, the entropy-production rate ®(¢,,d,) is also not
unique. There may be other reasons for selecting one
form of ® over another but insofar as the balance equa-
tions are concerned, it makes no difference.

For Egs. (10), (12), (14), and (16) to serve as GEP func-
tionals, it remains to check that indeed
D(p,dy) > Py, o). We verify this property for &5 and
leave the verification for the other functionals to the
reader. We take B=B,+6B. Consequently,

X100

J .

The boundary condition, Eq. (11), insures that the surface
integral vanishes and the mean fields satisfy the balance,
Eq. (8), making the integral with 6B vanish. All that
remains is

T, T,

[

7o
2T,

ACDBszdu 183220 (17)
C. Boundary conditions

The boundary conditions directly affect the form of the
GEP functional. The boundary Egs. (13) and (15) seem
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adequate for our needs, where, for example, Eq. (15) is
satisfied by an insulating boundary or a boundary held at
a constant temperature. On the other hand, the bound-
ary conditions implied by Eq. (11) very often do not cor-
respond to the physical situation under study. For exam-
ple, in cylindrical geometry with i=T, Eq. (11) is satisfied
by 8By,=0 and Jy=0 at the boundary. These are the
boundary conditions used in computing the examples of
Sec. III. However, instead of operating with a constant
axial current (8B4=0) it may be that the axial voltage is
constant instead. In such a situation the boundary condi-
tions implied by Eq. (11) are no longer appropriate and
consequently the GEP functional in Eq. (10) is no longer
suitable. We now demonstrate how the GEP functional
may be changed to incorporate the boundary conditions
by considering the specific example of a constant axial
voltage.

We consider the boundary dF to be a flux surface so
that By'fi | 3 =0 and also such that vyfi|,,=0. With
6,={v,;XB,) (the ensemble average of fluctuations in v
crossed into fluctuations in B) and the usual assumption
that the normal component of the fluctuations vanish at
the wall, the tangential components of & vanish at the

wall. These results are incorporated in the boundary
equations

[8BX (voXBy)]fi | 3 =0
and (18)

(SBX go)‘ﬁ l aV=8B'(60Xﬁ) i aV=O .

1 ao
Toc Ot

Mo
J E, J+41T

5B=fydv A

Equation (20) suggests other possibilities that can be han-
dled in a similar fashion. It is stralghtforward to check
that A®y =Ad, with Ady given in Eq. (17).

D. Special cases

To justify calling ®(¢,$,) a generalized entropy-
production functional and to build intuition it is helpful
to consider some special cases. Consider Eq. (21) for the
case of a solid conductor at a constant temperature in
steady state. As a result of these assumptions all terms in
the square brackets in Eq. (21) vanish and we find only

-J, (22)

:de

a result consistent with that reported in Ref. 10. Using
the energy balance relation

Mo
—J—E
2 a

Toc
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Thus, without changing its value, we can change the in-
tegral in Eq. (11) to

0B X _ VOXBO—6’0+17010

J-aV 47T,

a'/4"’1_:[,0(8B><E0) nda . (19)

The last equality follows from Ohm’s law, Eq. (7).

If we envision the system of interest to have toroidal
geometry and the temperature on the boundary to be uni-
form, then Eq. (19) may be written in the form

1

— BpE
Ty aV47r(5 P

EpdBp)dlpdl,

1

= (Vrdlr—

Vpdlp) , (20)
where Ty is the temperature on the boundary and the
subscripts T and P refer to the toroidal and poloidal
directions, respectively. We see again that the previously
mentioned boundary conditions with ¥Vp =0 and 6/,=0
make the terms in Eq. (20) vanish. However, if we
demand instead that V=V, a constant toroidal voltage,
then we must add another term to the GEP functional to
insure that this boundary condition is satisfied. We
define E, (which is never varied) to be a constant applied
electric field such that the line integral of E, around a
toroidal circuit is ¥;. We then reverse the previous com-
putations to find an altered GEP functional appropriate
to the constant toroidal voltage boundary condition:

——VX(VOXBO)— L yxé,— (mJo
T, 0
(21)
[
2 —_— .

[ 0 v = [ JoEgdv (23)
we find the entropy-production rate to be

— 1

By(d0.0)= = 57— [ moTidv (24)

also obtained in Ref. 10 (to within a factor of 1/T).

At this point we can contrast the differences in physi-
cal interpretation adopted in this work with that in Refs.
2 and 10. The entropy-production rate in the steady state
is the integral

fdu

not the GEP functional of Eq. (22). The GEP functional
of Eq. (22) is a function of J, which is not the physically
measurable variable J, obtained in the minimization of
Eq. (22). The mathematical variations contained in J do
not necessarily represent physical fluctuations and should

—JO 3y, 25)
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not be considered as contributing to the entropy-
production rate. We consider the contribution to the
entropy-production rate from the fluctuations to be con-
tained in the transport coefficients which embody the dis-
sipation and any ensemble-averaged pieces such as the
dynamo field &6(B). The entropy-production rate de-
pends on the mean field and transport, not the mean field
and its variation.

We need not restrict the application of Eq. (21) in a
solid conductor to the steady state. With

1 dB,

1 B -—l 26)

T,

T+

= Mo
%= y ;1B 4rT, o
as the GEP functional, we get the entropy-production
rate by substituting for the variation fields the correct
mean fields, i.e., the ones with zero subscripts satisfying
the balance equations. A straightforward substitution us-
ing Faraday’s law, Eq. (4), and an integration by parts
shows the entropy-production rate for the time-evolving
state to be given by the integral in (25) with E, replaced
by E,. Ohm’s law, Eq. (7), shows the integral in (24) to be
unchanged.

We can also examine the stability of a state minimizing
®;. We take the time derivative of A®y as given by Eq.
(17). In the present example we use

1 36B

- o =-—V X787, (27)
and the boundary condition that 8J vanishes at the sur-
face of the solid conductor (,J,=E,). We find

d c

2
di” BT anT, fvd" [ Vxn6dT | <0

Consequently, the variation of ® from the minimum
value, i.e., the entropy-production rate, decreases with
time. The state obtained by the minimization of the GEP
integral for a solid conductor is secularly stable.

A second example considered in Ref. 10, is that of a
uniform temperature plasma in steady state. Making use
of the boundary conditions in Eq. (18), from Eq. (21) we
find for a GEP functional,

1

lo .5
—J2_3-
T,

2

6B:deU Ea+%(VQXB0)+gO

(28)

It is also straightforward to show that once again (24) is
obtained for the entropy-production rate. As shown in
Ref. 10, the assumption that J;=AB, with A constant (a
Taylor state) gives a minimum for the entropy-
production rate (24) when the magnetic energy is a
minimum. However, we emphasize that this Taylor state
is not obtained by minimizing any form for the entropy
production rate and it seems premature to assert that the
“relaxed state” achieved in RFP fusion experiments is a
state of minimum entropy production.
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III. APPLICATION TO A CYLINDRICAL PLASMA

In order to gain experience in applying the GEP for-
mulation we have considered the evolution of a single-
component, DMHD plasma in cylindrical geometry. We
have in mind a simplified cylindrical approximation to a
reversed-field pinch (RFP). We do not attempt here a
comprehensive simulation of an RFP plasma, but hope to
retain only enough physics in the following example to
make the calculation interesting while exploring the GEP
method. Within the context of this view we list the fur-
ther assumptions and reductions defining the model.

A. Physical model

We assume translational symmetry along the cylindri-
cal axis, and rotational symmetry about this same axis,
i.e., all field quantities depend only on the radial coordi-
nate. We take v=v (r)f and B=[0,B(r),B,(r)].

Pressure balance is assumed for all time

Vp:%JXB. (29)

Thus, viscous damping plays no role in this example and
the contribution to the GEP functional given by Eq. (12)
becomes irrelevant, and is dropped from further con-
sideration.

By assuming force balance as in Eq. (29), we choose to
ignore the true dynamics of the velocity field. However,
one may construct a diffusion velocity in the following
manner: (1) one first integrates the force balance relation
over r and then differentiates with respect to time to ob-
tain an expression for dp/dz. (2) One then substitutes this
expression into the continuity equation, Eq. (1), and after
integrating over r again, one solves this resultant expres-
sion for the diffusion velocity. For suitably small flows
this approximation is reasonable and for numerical pur-
poses, we assume this model to be valid, provided

| av
vV
|Paz pv vi
TXB] <1x107°.

In what follows we let u (x,7) be the scaled radial ve-
locity, where the radial variable x is scaled by the
chamber radius and the time variable 7 is scaled by a
resistive diffusion time 7x. The magnetic field B and the
temperature T are scaled by arbitrary factors B, and T,
respectively. The mass density p is replaced by the parti-
cle density n and is scaled by a factor of n,. (The scaling
factors used in the numerical results to follow, are the
same as those used in Ref. 9.) A scaling constant
K =4mn, T, /B? serves to scale the magnetic variables to
the thermal variables.

In the process described above for obtaining the
diffusion velocity we must add an extra equation to our
system for consistency and closure. To see how this
arises, take the pressure as p(x,t)=Kn (x,t)T(x,t) and
use the usual screw-pinch form!” of Eq. (29); integrating
yields
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——f —ds : (30)

In evaluating the limits to obtain n (x,7), one must deter-
mine [KnT +(B?/2)]|, To do this, one integrates Eq.
(30) over the whole plasma volume ( f(l)x dx), and intro-
duces the scaled global thermal energy of the system

Er(r)= [ 'xnTdx . 3D

The global variable E is a useful choice for closing our
simplified system, and in the following paragraph an
equation for E is derived that is added to the GEP sys-
tem of equations.
Expressing the lower limit of Eq. (30) in terms of Er,
the density may be expressed as
B2
2— — B2x d —d -
n(x,7)= + f x dx + f s—=
(32)

As described above, one obtains the plasma velocity
u (x,7) by an integration of the reduced form of Eq. (1),
u(x,1)=— [ ix dx , (33)
nx Yo
where an overdot on n denotes dn /d7. Assuming reason-
able behavior of n(x,7), we obtain u(x,7)—0 as x —0,
and at x=1 (the wall value),

-1 1 —N
1,7)= 1x dx = , 34
un=m s Jy e de =0 34
where N (7 f onx dx is proportional to the total num-

ber of particles in the plasma. Clearly, u (1,7)=0 implies
N=0. This particle-conserving boundary condition is
imposed for the results reported here, although a global
energy conserving formulation has also been considered.
Fixing the velocity at the wall to be zero also has the im-
plication that the total kinetic energy in the system is
constant.

With u (1,7)=0, a time derivative of Eq. (32) substitut-
ed into Eq. (34) yields a differential equation for E;. The
result is

Erz—zlgfolT_‘nTx dx —-l—lezBZx dx

B

9 9

oKTd f
1 +1xBB

_Loptxs38 35
2afo kT (33)

where a= f(l)(x /T)dx. From Eq. (33), one sees that
u (x,7) depends on ET, as well as the other fields.

Equation (35) is to be solved simultaneously with the
minimization of the GEP functional to provide a closed
system. Thus, the variables to be obtained for a solution
are T~ (x,7), By(x,7), B,(x,7), and E(7), for 7>0 and
0<x<l.

The boundary conditions on these fields are natural
and satisfy Eqgs. (11) and (15),
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T(1,7)=T,=const, By(l,7)=const, Ju(1,7)=0
(36)

These boundary conditions correspond to the reasonable
physical situation where the temperature is fixed at the
wall, the total axial current is fixed, and the poloidal elec-
tric field vanishes at the wall. For a fixed toroidal volt-
age, one uses the boundary condition nJ,(1,7)=E,, in-
stead of By(1,7)=const and the GEP function 63, rath-
er than ®5. From symmetry

T'(0,7)=0, B,(0,7)=0, B!(0,7)=0, 37)

where the prime denotes differentiation with respect to x.

B. Numerical scheme

We arbitrarily divide the x interval into a number of
finite elements (we have used from 6 to 12). The fields are
then expanded for the interval [0,1] in a set of cubic B
splines,

)= CiL(r)B;(x), (38)

where the sum is over the spline functions B; having sup-
port over four finite elements. The field ¢, denotes the
field By, B,, or T~!, according to the value of the sub-
script a. At the end points of the interval, linear com-
binations of the basis splines B; may be taken to form
new functions, giving expansion sets for the fields that au-
tomatically satisfy the boundary conditions, Egs. (36) and
(37).

The spline functions contain all the spatial dependence
for the appropriately expanded fields. Thus, the spatial
integrations for the GEP functional can be carried out
and ®(7) becomes a function of the coefficients C',(7) in

1.0

06 - AN /»/,,/7 - —\;7\\n

Magnetic Fields (kG)
P

FIG. 1. Toroidal and poloidal magnetic field components are
plotted for both the case in which no dynamo has been included
in the GEP equations, and for the case in which an “a-effect”
dynamo has been included. The poloidal fields are those that
are zero at the origin and fixed at the wall. The solid lines
represent the initial profiles. The short-dashed lines represent
the “no-dynamo” fields at 67,, and the long-dashed lines are the
components of the “a-effect dynamo” fields at 207,. The *“no-
dynamo” fields have nearly evolved in 67, to the decayed steady
state with B, =const, and By=Bg(a)r. The “a-effect dynamo”
fields have changed only slightly in 207,.
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the expansion of the variation fields. Minimizing ¢ with
respect to these coefficients, followed by the application
of the subsidiary condition (C),—CLg), in which the
variation fields are equated to the mean fields, is
equivalent to requiring the system to be consistent with
the induction equation and the local power balance, or
temperature equation, of the DMHD model. Evaluating
the generalized entropy-production rate at this minimum
supplies a value of ®(dy,¢,). More specifically, setting
3® /3C!, equal to zero and applying the subsidiary condi-
tion yields a first-order system of nonlinear, time-
dependent, ordinary differential equations for Cl,(7).
Together with Eq. (35) for E, these equations guide the
evolution of the system.

These ordinary (in time) differential equations for the
coefficients of expansion C', and E, take the form

AX+BX+D=0, (39)

where X =(C.,,E) is a vector containing the spline ex-
pansion coefficients plus E;. The elements of the ma-
trices 4, B, and D, involve spatial integrations over the
interval [0,1] of spline combinations and fields resulting
from the GEP functional that has been differentiated as
explained above. Because these matrices are themselves
functions of X(7), the system is highly nonlinear. Re-
quiring Eq. (39) to govern the system guarantees that one
obtains ®(g, ¢,) at each time step.

Since we generate the fields and their derivatives as the
computation proceeds, we have periodically substituted
these solutions in the differential equations as a check on
the GEP method.

Boundary conditions may be changed by constructing
new combinations of B splines that explicitly satisfy the
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FIG. 2. Temperature profiles are shown for both cases. The
solid line is the initial temperature profile. Again, the short-
dashed line represents the temperature for the ‘“‘no-dynamo”
case at 67, and the long-dashed line represents the “a-effect
dynamo” case at 207,. In the former case resistive decay has
significantly heated the plasma and flattened the temperature
profile throughout the bulk of the plasma, while in the latter
case only a small smoothing and flattening of the temperature is

experienced.
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FIG. 3. Generalized entropy-production rate ®(¢y, ) is
plotted in arbitrary units as a function of time for each of the
two cases. In both instances, the system rapidly evolves into a
state in which the entropy-production rate is nearly constant.
The time is given in units of 7,.

new set of conditions. A simple switch is included in our
code to change from a set for constant axial current, to a
set used for constant toroidal loop voltage.

We use the commercial integration package, DGEAR,
from International Mathematical and Statistical Li-
braries, Inc., to integrate the system of Eq. (39) forward
in time.

C. Specific results

Classical functional dependence for the transport
coefficients has been taken with the resistivity given by
n=n,T"%? and the thermal conductivity by
k=uon2B 2T ~1/2, where 71, and k, are numerical con-
stants.” The value of «, is five times that given in Ref. 9.
The adiabatic constant y is 3, and the source (sink) term
S, in Eq. (14) is set to zero. The arbitrary profiles for the
magnetic fields and the temperature are displayed in the
Figs. 1 and 2.

Two cases are presented. In the first case, the dynamo
term & in Eq. (7) is set to zero. We use this case to define
a computational resistive diffusion time 7, as the time in
which the initial reversed toroidal field is lost through
classical resistive decay. The evolution of this system is
followed for 67,. The computation was halted when it
became sufficiently clear that the system would shortly
reach the totally decayed steady state, with B, =const,
and Bg=Bg(a)r. Initially the fields undergo dramatic
resistive decay accompanied by a large increase and flat-
tening of the temperature profile. The generalized
entropy-production rate decreases rapidly during this
phase and becomes virtually constant after the fields have
nearly completed their decay. In the second case an “a-
effect” dynamo!’ is taken with §=a(x)B. Here « is
chosen to be a time-independent smooth function of x
that is nearly constant in the central region of the plasma
and falls off smoothly and rapidly to zero near the wall.
The system was allowed to evolve for 207,. At this point
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the diffusion velocity u (x,7) of Eq. (33) began to grow,
and computation was terminated. In the first 37, of the
evolution the fields rapidly adjust themselves to a near-
steady state with a concomitant smoothing and flattening
of the temperature profile. The system continues to be
driven so the fields continue to evolve, but now on a
much slower time scale. The generalized entropy-
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production rate reflects this behavior in rapidly coming
to a nearly constant value in the first 37, and then chang-
ing only slowly in time, as can be seen by a slight rise in
the GEP curve in Fig. 3. In this same time the toroidal
field remains reversed at the wall. See Figs. 1 and 2. The
generalized entropy-production rate is plotted as a func-
tion of time in Fig. 3 for each of the two cases.
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