Global attenuation of broadband noise fields using energy
density control

Young C. Park and Scott D. Sommerfeldt
Graduate Program in Acoustics and Applied Research Laboratory, The Pennsylvania State University,
P.O. Box 30, State College, Pennsylvania 16804

(Received 15 August 1995; revised 23 April 1996; accepted 7 August) 1996

The performance of the energy density control algorithm for controlling a broadband noise is
evaluated in a one-dimensional enclosure. To avoid the noncausality problem of the control filter,
which often happens in a frequency domain optimization, analyses presented in this paper are
undertaken in the time domain. This approach provides the form of the causally constrained optimal
controller. Numerical results are presented to predict the performance of the active noise control
system, and indicate that improved global attenuation of the broadband noise can be achieved by
minimizing the energy density, rather than the squared pressure. It is shown that minimizing the
energy density at a single location yields global attenuation results that are comparable to
minimizing the potential energy. Furthermore, unlike controlling the squared pressure, the energy
density control does not demonstrate any dependence on the error sensor location for this
one-dimensional field. A practical implementation of the energy-based control algorithm is
presented. Results show that the energy density control algorithm can be implemented using the two
sensor technique with a tolerable margin of performance degradatiorl999 Acoustical Society

of America.[S0001-496307)02512-5

PACS numbers: 43.50.KiGAD]

INTRODUCTION energy density so far have demonstrated substantial and re-
. o o ._liable control results in the case of deterministic signals.

Controlling the sound field in an enclosure is involved in However there is also a need to control broadband random
a number of current problems of interest in active noise con- '

. . . noise at low frequencies in enclosures.
trol. There are several active noise control algorithms de- v 1req ; . .
The objective of this study is to present numerical re-

rived by choosing different cost functions, such as potential its that the alobal ait i t broadband noi

energy, squared pressure, and energy density. Minimizin uits adclompa.re Ie gol ala emrjlf"‘ |or:job roadban n:)rllse

the potential energy yields excellent performance in terms o a one-dimensional enclosure achieved by minimizing the
energy densitywhich consists of the sum of the potential

global attenuation.However, in a practical situation, it is " , . . ;
very difficult to measure the acoustic potential energy, sid kinetic energies per unit volume in the sound jlabith

that a large number of sensors are often used to obtain 4f€ atténuation achieved by minimizing other acoustic pa-
approximate measufeOn the other hand, the active noise f@meters, such as squared pressure and potential energy.
control system designed to minimize the squared pressul%nalyses reporte_d here are undertaken in the time doma_un in
has been widely used to control the noise in the enclosur@ manner that yields the form of the causally constrained
due to the simplicity of the control structure and the effi- OPtimal control filter. _
ciency in computation. However, it has been shown in pre- A theoretical approach based on a frequency domain
vious studie® ™ that attenuating the acoustic sound pressurénalysis enables one to establish the basic physical limita-
at a single location in the enclosure often results in a relations of active noise control systems. However, this approach
tively small region of control, referred to as a localized con-¢annot necessarily be applied when controlling a broadband
trol effect. random noise, since it often yields optimal control solutions
Recently, in an attempt to simplify the control architec- that are noncausal in the time domé&iheven though such a
ture, an alternative method for achieving a more global confrequency domain approach is entirely satisfactory for deter-
trol of the sound field was developéd This method is ministic signals.
developed based on sensing and minimizing the energy den- Another issue associated with the energy density control
sity at discrete locations in the enclosure, so that it utilizeslgorithm is that, in practical applications, multiple sensors
the concept of controlling a local variable observed at a disare required to obtain error energy quantities since the acous-
crete location to achieve global control. Previous work un-tic velocity as well as the pressure signal should be measured
dertaken in enclosures indicates that one can often achiede implement the algorithm.In general, two microphones
improved global attenuation of deterministic signals by mini-will be required to estimate one velocity component. Al-
mizing the acoustic energy density, rather than the squaretthough this approach has demonstrated substantial control
pressuré—> Also, the method has the advantage of overcom+esults, it is necessary to show that the two-microphone tech-
ing the spillover problem that often leads to localized zonesiique provides comparable performance to the control sys-
of silence when controlling the measured acoustic pressuriem employing the ideal velocity sensor. In considering a
in a field. Practical versions of such systems minimizing thepractical implementation, the optimal control filter imple-
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menting the energy density control algorithm using a two- : do(k

microphone sensor is presented in this paper, and its perfor- L PP |

mance is demonstrated via numerical examples. dv(k) - ev(k)
Frequency domain optimization methods based on the -

modal model are introduced in Sec. |. Section Il presents

noise control filters that are optimized under the causality x(K) : E{Tﬂ

constraint, and numerical results to demonstrate the perfor- W

mance of the optimal control filters are presented in Sec. Ill.

Also, a two pressure microphone implementation of the en- rp(k).----f‘-_--.‘ en(k)

ergy density control is presented in Sec. IV. Section V out- ; Optimum

: ; . K i Control + ey(k)
lines the conclusions from this work. LAlgorithm:

|. FREQUENCY DOMAIN OPTIMIZATION FIG. 1. A schematic diagram of the optimal noise control system.

The optimization of the controller in the frequency do- , )
main is based on the modal model of the sound field in an Although the method corresponding to the potential en-

enclosuré-® In this paper, the optimization is done for a €'9Y is.attrqctiye.for analytical work, its experimental imple-
one-dimensional enclosure. In addition, one primary sourcg'entation is limited by the lack of appropriate sensors to
and one control source are considered for simplicity. ToPPtain @ global measure of the potential enérghhe ap-
carry out this optimization, it is assumed that the enclosure i§r02ch most often used in practice is the method correspond-

excited by a single frequency noise source. When the systeffid t0 the cost function in Eq3). Since this method involves
is in steady state, the pressure field at the locatigiven the pressure magnitude at discrete locations, it can be easily
as the sum of a number of modal components implemented. However, this approach often produces local-

. ized zones of silence instead of the desired global attenua-
B tion. The third approach, corresponding to the cost function
p(X)—mE:O (Am+BmQc) Pm(X). () in Eq. (4), also utilizes a local measurement, but the energy

. ] ] density at a discrete location yields more global information
Here, m is the mode index, function®,(x) correspond t0  than the squared pressure control.

the eigenfunctions of the enclosul@, is the complex con- The results of the optimization can be expresséd as

trol source strength, and the weights, and B, are the

modal weights associated with the primary field and the sec- _ 2 m=0BmAm 6

ondary control field, respectively. Qc,pe= > B*Bn’ ®)
The objective of the optimal control design is to com- .

pute the source strengtk)., so as to minimize a chosen 2= oAmPm(X) @

performance function. The coefficients of the controller are Qo.sP Zm=oBm®m(x)’
optimized by using several different cost functions, such as

potential energy, squared pressure, and energy density. _
These three performance functions can be expressed as Qe.e0=

B E:;:OE;G:OAmB: Fm,n(x)
EE:OEﬁ:OBmB: Fm,n(x) .

()
L = The method of minimizing the potential energy has been
lee=7—= 2 [AntBnQd? 2 i i fiince it pro-
PE= 2502 = | m T Bmiel suggested as the optimal theoretical solutigince it pro
vides a global measure of the energy in the enclosure. The

2 model and the optimization routines listed above are imple-
lsp= > > [AntBuQcllAn+ByQcl* @n(X)®n(X),  mented in a simulation program, and results are presented in
m=0n=0 Sec. IlI.
()
1 - < II. TIME DOMAIN OPTIMIZATION
leo=5,2 2, 2 [AntBnQcl S
m=0 n=0 As a result of the frequency domain optimization over
X[ A+ BQc]* Frmn(X), (4) the whole frequency range, the optimal complex secondary
’ source strengths are derived. However, the well-known dis-
where advantage of this approach is that it often leads to highly
1 9D (X) IP(X) noncausal impulse response functions in the time domain.

(5  Therefore, it is necessary to carry out the optimization in the
time domain under the causality constraint to obtain optimal

Here, the subscripts PE, SP, and ED indicate cost functionsontrol filters that are causal in time.

corresponding to the potential energy, squared pressure, ac&d

energy density, respectively. Alsd, is the length of the '

Frn(0)= @) () + g —— —

Minimization of squared pressure

one-dimensional enclosurg,is the ambient fluid densityg A digital model of the optimal noise control system is
is the acoustic phase speddis the acoustic wave number, schematically illustrated in Fig. 1. A noise sigrnelk) is
and* denotes the complex conjugate. measured at the location of the noise source with a local
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sensor. The same noise signal propagates both acousticalishere Rp(k)=E{rp(k)rg(k)} and Pp(k)=E{dp(k)rg(k)},
and structurally to the location of the error sensor, at whichrespectively, denote the autocorrelation matrix of the filtered
point it is desirable to remove the components due to theeference input and the cross correlation vector between the
noise source. The controller drives the actuator to minimizegrimary noise signal and the filtered reference input, associ-
certain parameters at the location of the error sensor. Hencated with the acoustic pressure. Since the cost functign
the error sensor measures the combined control actuator ahés a unique minimum point, the gradient can be set to zero
the primary noise outputs as propagated to the error senstw obtain the optimal solution, given by
location. 1

In Fig. 1, subscriptg and,, indicate pressure and veloc- Wo, 5= — R “(K)Pp(K). (15
ity parameters, respectively. The blodRg andP, in Fig. 1 . .
rgprr)esent the transt)er func):ions from tk?e noisé sour%e to the A signal processing problem related to the squared pres-

. . . sure control is to design an adaptive algorithm to minimize
acoustic pressure sensor and to the acoustic velocity sensqf, .

. e square of the sensor output, and eventually obtain the
respectively, and the blockd, andH, denote the transfer

functions from the adaptive filter output to the pressure an .ptlmal control S|gnal'by adjusting the we|ghts of the control
. . ilter. A number of different control algorithms have been
to the velocity sensors, respectively. Let(k),x(k

~1),... x(k—N), andwq. W, ... Wy, represent reference in- developed for implementing this active control approach.

- Those algorithms mostly rely on the filtered-x LMS
put samples and tap coefficients of thih-order control . Y] : .
. . . . algorithn?~* or the recursive LMS algorithfA due to the
filter implemented in a tapped-delay-lin@DL) structure, simplicity in implementing the alaorithm
respectively. Also, leh, ,,, 0O=m=M, denote the weights plcity P 9 9 '
of the Mth-order finite impulse respons€IR) filter repre-
senting the impulse response from the filter output to the
pressure error sensor. The sampled acoustic pressure sigialMinimization of energy density
detected by the pressure sensor is then equal to the sum of
the primary pressure signal,(k), due to the primary noise
source, and the control pressure signal due to the output

The acoustic energy density at the error sensor location
(i)? the field is expressed as

the actuator, so that _ es(k)  ped(k) 16
N M 2pcC 2
ey(k)=dy(k)+ 2, w, hpmX(K—n—m). 9
(k) =dp(k) nZO nmE:o pan( ) ® where e, (k) is the acoustic particle velocity signal at the

same location where the pressure sensor is placed. These
quantities specify the potential and kinetic energies per unit
volume. Similar to the pressure error signal, the velocity er-
ror signal is also given as the sum of the primary velocity
signal,d,(k), and the control velocity signal, i.e.,

Here, it was assumed that the filter weights,, 0O<n<N,
are only slowly varying relative to the timescale of the re-
sponse of the system to be controlfetio simplify the equa-
tion, letw(k) andr(k) denote theN+1)X1 weight vector
and filtered reference input vector, respectively,

w=l[wy wy - wylT, e,(k)=d,(k)+w'r,(k), (17)
(10)
(k) =[rp(k) rp(k=1) -+ rp(k=N)TT, where
whereT denotes the matrix transpose, and the elements of the  To(K) =[r,(K)r,(k—=1)---r,(k=N)]T (18)

filtered reference input vector are defined as represents the filtered reference input vector associated with

M the acoustic velocity, whose elements are defined as

ro(k—=n)= > hy x(k—n—m), 0<n<N. (11)
m=0 M

r,(k—n)= h, oxX(k=n—m), O0=<n=<N. 19
With the definitions in Eqs(10), the pressure error signal ol ) mE:O X( ) 19

can be rewritten as )
Here,h, ,, 0=m=M, denote the weights of thélth-order

ep(k)=dp(k)+wTr (k). (12)  FIR filter representing the impulse response from the filter
output to the velocity error sensor. In this case, the designing
I9f the optimal controller is accomplished by minimizing the
expectation of the energy density function, given by Eg.
(16), with respect to the weight vectov. The optimization
problem can be formulated as

An optimal weight vector can be obtained by minimizing the
expectation of the square of the pressure error signal wit
respect to the weight vectav. Thus, the optimal controller

is designed by solving the following quadratic optimization

problem:

. . . .. 2 2

find w minimizing Jsp=E{€3(k)}. (13) find w minimizing Jeo— E{zep(t)} N PE{E‘ZU(k)}.

c
The cost functionJgp can be expanded out into a quadratic P (20)
form:
5 N . Using Egs.(12) and (17), the cost function)gp can be ex-
Jsp= E{dy(K)} + 2w Py(k) + W Ry (K)w, (14 panded out into a quadratic form in the variabie
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2pc?Igp=dj(K) + (pc)?d2(k) +2w" L=56m

X[Py(K) + (pC)2P,(K)] g b
+WIR,(K) +(pc)?R, (k) Jw. (21) xp=0 e xe=1.0
. . . ) ) i xp=0.2 xc=0.8 (@
For an input noise signal that is a broadband white noise ® lzb) c(b)
signal, this cost function is a positive definite quadratic func- primary source control source
tion of the controller weights, so that it has a unique global location location
minimum point> The derivative of this cost function is ex-
pressed as FIG. 2. System configuration considered for the computer simulation.
V(2pc?Iep) =2[Pp(k) +(pC)?P, (k)] A
by setting the gradient of the functi to zero. The opti-
+2[Ry(K) + (pC) 2R, (K) w. (22 pysetingtheg e P

mal weight vector of the control filter is given by
We can set the gradient to zero to obtain the weight vector of C1[Ng-1
th timal controller:
e optimal controlle [ Eo Po.i(K)
=

Wo,e0= ~[Rp(K) +(p€) 2R, (k)]
Here, R, (k) and P, ;(k), respectively, represent the auto-
X [PP(kH(pC)ZP"(k)]' (23 correlatfén matrix a’;id cross correlation vector corresponding
whereR, (k) =E{r,(k)r](k)} andP,(k)=E{d,(k)r (k)} de-  to theith sensor.
note the autocorrelation matrix of the filtered reference input
and the cross correlation vector between the primary noisgl. NUMERICAL RESULTS
signal and the filtered reference input, associated with the
acoustic velocity, respectively. Since the energy density i

controlled to try to achieve global attenuation of the soun rom ensemble averagesith the result that one filter opti-

field, the adaptive algorithm associated with the energ);num is obtained in a probabilistic sense for all realizations

density-based control will involve two independent error sig-Of the operational environment, assumed to be wide-sense

nal components: pressure and velocity. An adaptive allgc)§tat|onary. However, in practical applications a nonadaptive

rithm to obtain the optimal weight vector for the energy den-:ngsoss'imli?eizggﬁltg:igg flir;t\;?h(ljis gr:?jsuzﬁ get'rr:ﬁn?é?;f
sity control filter was fully developed and tested in Ref. 5. ges, P

The algorithm in Ref. 5 was developed based on thesamples used in' the computatior). When it is assumed thgt the
filtered-x LMS algorithm, using an approach similar to the .COﬂtrOl system s pot time varying and there are sufﬂqent
algorithm minimizing the sum of the squared pressure error%1put _sam_p_les a_vallable, the optimal qontrollers are designed
provided by multiple error sensors. y minimizing time-averaged ac_oustlc parame'Fers, such as
squared pressure, energy density, and potential energy. In
this section, results from computer simulations used to test
C. Minimization of potential energy the performance of the optimal controllers are shown. In the

computer simulations, the time average was used to form the

Ne—1

;o Rp.i(K) . (25)

Wo,PE= —

The weight vectors of optimal controllers are derived

In a pracncgl situation, it is very difficult to measure the ost functions being minimized.
acoustic potential energy, defined as the volume integral o

he i d . ial density. H Simulations are conducted for a one-dimensional enclo-
the time-averaged acoustic potential energy density. HOWg, . it lengthL =5.6 m. The simulation model considered

ever, to obtalr; an ?pproxmate measure it might be Ipotj'.s'b,lgere is presented in Fig. 2. For convenience the length of the
to use a number of acoustic pressure sensors evenly distri}; o< \re is normalized to 1.

uted over the entire enclosure. When an array of acoustic 1o model and the optimization process were imple-
pressure sensors are used to approximate the potential energy. iod in simulation programs running on a PC. Based on

n t_he_ on_e-dlmenslonal enclozure, the cost function for thqhe enclosure configuration, the frequency responses of the
optimization can be expressed as primary and control paths associated with the acoustic pres-

. Ne—1 1 sure and velocity were calculated using the modal model of
‘]PEZW E ZO el i+ IRINRAE (24 the sound field;® with an assumed modal damping coeffi-
= cient of 0.05. Impulse response estimates, pg., p,, h

whereN, represents total number of sensa¥s, is distance andh,, were then computed from the frequency respponses.
between sensors which is equal to N1/ and Each path was modeled as a 256-tap FIR digital filter. Prior
epl(i +3) 6%, ,K] is the output of the pressure error sensorto using the impulse response estimates in the simulation, a
located at {+ 3) 6X,. comparison was made between the frequency responses of
The optimal control filter can be obtained by minimizing the modal model and the 256-tap FIR model to establish that
the cost functionJpe. This cost function is also a quadratic 256 taps was sufficient to model the primary and control
function of the controller weight vector. Furthermore, it has apaths to the accuracy required. The broadband noise signal
unique global minimum value for the weight vector, so thatx(k) was taken to be white noise filtered through a bandpass
the solution forw minimizing the potential energy in the filter with a pass band from 50 to 350 Hz, and the sampling
enclosure estimated using a microphone array can be fourfdequency was set to 1000 Hz. Measurement noises which

353  J. Acoust. Soc. Am., Vol. 101, No. 1, January 1997 Y. C. Park and S. D. Sommerfeldt: Global attenuation of noise ~ 353



are uncorrelated with the signal were added to the noise sig- Potentiat energy
nal. The level of the measurement noise was set4 dB ' ' " '

..... ANC off

below the signal level. ___ squared pressure control
Using the signal model and the impulse response esti-  so} — — energy density coniral
_ . _ potential energy control

mates, 20 000 samples of the primary and the filtered refer-
ence signals were generated for both the acoustic pressure, as .t
well as the velocity. Then, the autocorrelation matrices
Ry(k) and R,(k), and the cross correlation vectoRg(k)

and P,(k), were estimated using the time average over the
entire input samples. Finally, the weight vectors of the opti- |:
mal controllers were computed using Edq$5), (23), and 50} |
(25).

The global control of the control filter optimized in the 40
time domain under the causality constraint was measured
with the averaged power spectral dengiBSD. The PSD I ) . ) ) ,
was computed in three steps. First, frequency responses of 0 s 10 10 20 2
the noise and control signal paths were calculated using the (a)
256-tap FIR model described above. Residual signals at each
of the discrete locations used were then computed using the
FIR models and the noise samples. Finally, the PSD of each 7o
residual signal was computed and averaged using the equa-
tion given by

g,
~60}
o or
a

300 350 400 450

Averaged PSD

T T

1
+3

o 1 Mol
S(fy=— > S 8o, f } (26)
Ny =0

where N, denotes the total number of observation points,
S(x,f ) is the PSD of the acoustic pressure at positipand
6%, is the distance between adjacent observation points ,
which is equal to I, . Wi ___ squared pressure

In the first configuration, denoted k@) in Fig. 2, the ,_" : ~ - energy density contral
primary source is positioned at one epxj=0) and the con- ~ -~ potential energy control
trol source is placed at the other efx}=1.0). The error

PSD (dB)

sensor location X,) is 0.7. Since the location of the error 0 ) ) . ) ) . ) X [
sensor is closer to the controller location than the primary 0 N T 1 ey ) W w4
source location, this configuration constitutes a causal situa- (b)

tion for the control filter. With this configuration and FIR
control filters having 64 taps, performances of the different
optimization schemes were evaluated and compared witRIG. 3. Global measure of noise fields before and after the controller is
each other. Throughout the simulations, 50 microphonegpplied:(a) frequency domain optimization resulte) time domain optimi-
L . ation resultgx,=0, x,=1.0, x,=0.7).
evenly distributed along the enclosure were used to estimafe P
the potential energy, i.eN,=50, and the same number of
microphones were used to compute the averaged PSD, i.eyer, minimizing the energy density at the single discrete
N,=50. location leads to results that are comparable to the results
A global measure of the control that results from theobtained by minimizing the potential energy. In fact, little
frequency domain optimization is given by the potential en-difference can be found between the results indicated by en-
ergy in the enclosure both before and after the control iergy density control and potential energy control over the
applied. In computing the optimal control strength and theentire frequency band, so that one curve is almost covered by
potential energy, the infinite sum in Eq®), (6), (7), and(8) another. On the other hand, minimizing the squared pressure
were truncated to include the first 1500 modes. The potentiadctually increases the global potential energy in the enclo-
energy in the enclosure as a function of frequency is showsure at some frequencies. Furthermore, minimizing the
in Fig. 3@, and the averaged PSD achieved by using thesquared pressure yields higher potential energy than mini-
time domain optimization is shown in Fig(l9, also as a mizing the energy density as well as the potential energy at
function of frequency. In the figures, results obtained bymost frequencies.
minimizing the three acoustic parameters of squared pres- Similar trends can be observed in the time domain opti-
sure, energy density, and potential energy, are indicated byization results. It should be remembered that the input sig-
squared pressure control, energy density control, and potemal was bandlimited from 50 to 350 Hz. Thus, the compari-
tial energy control, respectively. From the results in Fig) 3 son between the frequency domain and time domain
it can be seen that the minimization of the potential energyptimizations can be made only in that frequency range. As
yields the lowest global energy, as is to be expected. Howean be seen from Fig.(8), minimizing the potential energy
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potential energy control squared pressure control Potential energy
1 T T T

1 90 T
..... ANC oft
05 05 . squared pressure control
sob _ _ energy density control
o 0 _._ potential energy control
-0.5 -0.5 70 L
-1 -1 —
0 20 40 60 80 0 20 40 60 80 @
time (msec) time (msec) o 60r:
B

energy density control

T e e S vk i 2

50
05
0~M~JL-—-—————~»-- 40
-0.5
20 . . . . . . . .
-1 ° 50 100 150 200 250 300 350 400 450
0 20 40 60 80 frequency (Hz)
time {msec) (a)
FIG. 4. Impulse responses of the optimal control filtéxs=0, x.=1.0, Averaged PSD
Xe:0_7)_ 70 T T T T

yields the lowest averaged PSD results, and minimizing the
energy density at a single discrete location provides results
that are similar to the case of minimizing the potential en-

g

ergy. However, minimizing the squared pressure increases gz

. )
the PSD level at some frequencies, and shows poor perfor- 4o
mance at most frequencies compared to the case of minimiz- &

ing the energy density as well as potential energy. Additional :
insight into the control effect achieved with each of the con- " — ::"";::::“:M \\
trol approaches can be gained by looking at the impulse re- "7 potential energy control \
sponses of the optimized controllers. Figure 4 shows the im-  #

pulse responses of the FIR optimal controllers. It is clearly
indicated in Fig. 4 that the energy density control provides 10}

©w
o

e

50 100 150 200 250 300 350 400 450

the control filter with an impulse response which is almost trequency (Hz)
identical to the one obtained by minimizing the potential (b)
energy.

In the next simulation, the error sensors were placed aIEIG 5. Global measure of noise fields before and after the controller is
the normalized position of 0.3. Since the error sensor l0Cagppiied: (a) frequency domain optimization results) time domain optimi-
tion is closer to the primary source than the controller, thiszation resultgx,=0, x;=1.0,x,=0.3).
configuration would lead to a noncausal controller. Figure
5(a) shows the potential energy in the enclosure using fre-
guency domain optimization. The averaged PSD obtained bgptimization can differ from the results obtained by using the
using the time domain optimization and the correspondindgrequency-domain approach. As can be seen from Fig. 5, the
impulse responses are shown in Figgh)5and 6, respec- case of minimizing the squared pressure demonstrates a dif-
tively. From the results in Fig.(8), it can be seen that mini- ference in control results between the frequency-domain op-
mizing the energy density at a single discrete location leadmization and the time domain optimization. However,
to global potential energy results which are comparable teminimizing the squared pressure still increases the PSD lev-
the case of minimizing the potential energy, while the poten-els significantly at some frequencies, the 0—100 Hz and 300—
tial energy is again significantly increased by minimizing the450 Hz regions in particular. However, minimizing the en-
squared pressure at some frequencies. ergy density shows the results which are similar to the case

However, since the configuration being tested can bef minimizing the potential energy. Figure 6 shows the im-
considered a noncausal situation in terms of the error senspulse responses of the optimal controllers. It is clearly shown
location, the results in Fig.(8) cannot necessarily be used to from Fig. 6 that minimizing the energy density provides the
predict the performance of the control filter being imple-control filter with a consistent impulse response. On the
mented in the time domain. Using the time domain optimi-other hand, the control filter designed to minimize the
zation technique, on the other hand, one can predict the exastjuared pressure does not show the same impulse response
performance of the control filter since the optimization isthat was obtained in the causal configuration. As a result, the
undertaken in a manner that satisfies the causality constrairdalgorithm yields an inconsistency in the performance as can
Also, the control results obtained by using the time domairbe seen from Figs.(B) and b). These results imply that the
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potential energy control squared pressure control Potential energy
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FIG. 6. Impulse responses of the optimal control filtéxs=0, x.=1.0, Averaged PSD
Xe=0.3). 70 T T T T T T T T
performance of the controller designed to minimize the |

squared pressure is sensitive to the error sensor location,
which imposes a limitation on practical implementations of
the algorithm.

50

For further investigation of the inconsistency problem g
which may happen to the control filters in a noncausal situ- 4 1
ation, impulse responses of the optimal control filters de- &

signed to minimize the energy density and the squared pres- 4l % . ‘ ]
sure at several error sensor locations are illustrated in Fig. 7. : —::f;”d:;:?;”:n":;"d
The control filters were optimized for eagh, which varies " potontia snergy control
from 0.25 to 0.75. The energy density control method results

in consistent control filter weights for the entire range of _
error sensor locations considered, while controlling the 03~ 7e ss 200 250 300 30 400 450
squared pressure provides highly inconsistent control filters frequency (Hz)

for the error sensor locationg=<0.5, which constitute non- (b)

causal situations. The results in Fig. 7 indicate that the place-

FIG. 8. Global measure of noise fields before and after the controller is
applied:(a) frequency domain optimization resultg) time domain optimi-
zation resultgx,=0.2, X, =0.8, x,=0.7).

0.9
osl ment of the error sensor is not a critical issue when using
—‘j,\L——~ energy density control, which is a significant advantage in
o7 A practical applications.
06 f\p 1 The performance of the optimization schemes was
205 N ] ] evaluated for a different configuration of the enclosures,
M which is indicated byb) in Fig. 2. In this case, the primary
°~4“””J\““““"*‘"(\ ] source is located at 0.2 and the controller is placed at 0.8.
0,3,”]&“_*. The controller position was chosen to avoid the nodal points
IO N of resonance frequencies of the enclosure, such as 30.6 Hz,
o2 ) 61.25 Hz, 91.8 Hz, and so on. However, it should be stated
oA} 1 that the optimum location for the controller is not the issue
0 ) ) ) o . X . investigated in this study.
L L O B et Simulations were performed for two different error sen-
(a) () sor locations: 0.7 and 0.3. Figures 8 and 9 show the results

obtained with the error sensor located at 0.7. This error sen-
FIG. 7. Impulse responses of the control filter optimized with error sensor sor location constitutes the conflguratlon which prOVIdeS a

locations varying from 0.25 to 0.75a) energy density controlb) squared  causal solution. Both the frequency domain optimization as
pressure controlx,=0, X,=1.0). well as the time domain optimization show results which are
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FIG. 9. Impulse responses of the optimal control filtets=0.2, x,=0.8, Averaged PSD
Xe=0-7)- 70 T T T T T ¥ T

similar to the previous ones obtained with the configuration e}
Xp=0, X;=1.0, andx,=0.7, i.e., the energy density control
shows global attenuation results which are better than the
case of minimizing the squared pressure for most frequencies _,
and comparable to the case of minimizing the potential en-
ergy.

Figures 10 and 11 show the results obtained with the :
error sensor located at 0.3. Minimizing the squared pressure o} }

40}

PSD (dB

. . . . . . e __. squared pressure control \

in the time domain produces an impulse response which is Vi _ _ energy density control %
different from the one obtained with the configuration 20;& ,' . potential energy control 1]
Xp=0.2,X.=0.8, andx,=0.7. It also increases the PSD level ‘./ ‘;

at most frequencies. The energy density control, on the other . Y
hand, provides the control filter that is similar to the potential "% s 100 150 200 250 300 3% 400 450
energy control. Figure 12 shows impulse responses of the "”"Z'S(Hz)

optimal control filter designed to minimize the energy den-
sity and the squared pressure at several error sensor loca-
tions. These results again prove that, unlike the method OfIG. 10. Global measure of noise fields before and after the controller is
controlling the squared pressure the performance of the eﬁpplied:(a) frequency domain optimization result) time domain optimi-

. ! zation resultgx,=0.2,x,=0.8,x,=0.3.
ergy density control does not depend on the error sensor
location. However, the same is not true for the control source

location, and, as mentioned earlier, that is not the issue Osfhown in previous researbhthat low cost microohones of-
interest in this paper. P P

fered by some manufacturers are sufficiently stable so that
IV. IMPLEMENTATION CONSIDERATIONS FOR two reasonably well phase-matched microphones can be
ENERGY DENSITY CONTROL fpund W|thou_t too much difficulty. Also,_ it should _b_e men-
tioned that since the control system will be sensitive to all
The implementation of the energy density control algo-modes associated with the field in the enclosure, small mea-
rithm requires measurements of the acoustic VeIOCity as Wegurement errors caused by the phase mismatch of the micro-
as the pressure at the error sensor location. The acoustifhones are tolerable to maintain the performance desired. To
velocity in a one-dimensional enclosure can be obtained Usonduct the analysis here, it is assumed that the magnitude
ing a particle velocity sensor, such as a laser vibrometer oind phase responses of two pressure microphones are exactly
velocity microphone, or using a two-microphone techniquematched.
Wh|Ch iS typ|Ca”y Used to measure the aCOUStiC intensity. In When the two sensor approach is used’ the pressure and

this section, the energy density control algorithm is imple-yelocity in a one-dimensional enclosure are estimated using
mented in a one-dimensional enclosure, using the twothe equations, given by

microphone technique, and its performance is evaluated.

It is generally assumed that two highly phase-matched
microphones are required to obtain energy quantities when a
two-microphone technique is used. However, it has been

ép( k)= M’ (27)
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; 3 _ FIG. 12. Impulse responses of the control filter optimized with error sensor
FIG. 11. Impulse responses of the optimal control fil 0.2,x.=0.8, ; . 8
x,=0.3) P P P tors= ¢ locations varying from 0.25 to 0.7%a) energy density controlb) squared
e pressure controfx,=0.2,x,=0.8).
~ 1 — ep2(t)_epl(t) . . . .
e,(k)=——-E Ax dt;, (28) density control system being implemented using the two-
p t

sensor technigue. Outputs of two pressure sensors are used to
where e,;(K) and ey,(k) are the pressure measurementsestimate the acoustic pressure and velocity at the position.
from two closely spaced microphone&x is the spacing The estimated signals are applied to the control filter. The
between them, an@&{.} denotes the continuous-to-discrete control filter is optimized based on the error estimates and
time transformation. The integration can be done using afhe filtered reference inputs. To compute the filtered refer-
analog integrator. However, more reliable and accurate resnce inputs, denoted b@/p(k), andr,(k) in Fig. 13, the

sults can be obtained by using a digital integrator. There argontrol path between the controller output and error esti-
several possible ways of designing the digital integrators. Ammates are copied to the control algorithm. In this case the

example of designing the digital integrator can be found incontrol path comprises the error estimation process including
Ref. 13. Using the digital integrator, the velocity estimatethe digital integrator.

can be expressed in a simple recursive form: Using the pressure and velocity error estimates, the
&,(k)=8,(k—1)+ a[ e, (K)— e, (K) Jexp(— 1/f ) weight vector of the optimal controller minimizing the en-
’ ’ P2 Pt = (29)  ergy density is expressed as
\c/]vSeerrKe;ya=—1/(prfs) and f, denotes the sampling fre- \;VO,ED:_[ép(k)—'—(pc)zév(k)]_l
Figure 13 shows the schematic diagram of the energy ><[|5p(k)+(pc)zlsv(k)], (30
Noise
Source
o dpl k
>| Pp1 A—)%d o t%——*j 1/2 en(k)
p2!
> sz ;?
A
x(k) : > Digital ev(k)
Hp! | | Hp2 > Integrator

> 12 4 r---@----,g K
> Hrl B g &0
I p— i Control * v(K)

Hp2 1> Digital _[‘“",_f\}g_qr:tyin_:‘

—> Integrator

(k)

FIG. 13. Schematic diagram of the energy density control system implemented using two pressure microphones.
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" Averaged PSD V. CONCLUSIONS

In this paper the performance of the energy density con-
6o o : 1 trol method for global attenuation of broadband noise in a
SRS one-dimensional enclosure was evaluated. Numerical results
were presented to compare the global attenuation achieved
by minimizing the energy density with the attenuation
achieved by minimizing the squared pressure or the potential
energy. Optimal control filters were designed in the time
domain to yield solutions that are causal in the time domain.
Numerical results have indicated that greater global con-
trol of the sound field can be achieved by minimizing the
1 energy density, rather than the squared pressure. It has also
been shown that minimizing energy density at a single loca-
tion in a one-dimensional enclosure produces the global con-

_ .. energy density control
___ two-sensor implementation

"% 5o 100 150 "ﬁemfgg) 300 350 400 450 trol that one wqulq .achieve by minimizing the potgntial en-
() ergy. Another significant advantage of energy density control
is that, unlike the case of minimizing the squared pressure,
this control method does not demonstrate any dependence on
Impulse response functions I d

06 . . : : . . the error sensor location. Thus, by controlling the energy
density, one can overcome the limitations of the possible

05¢ ] locations for the error sensors which exist in practical situa-

ol | ] tions.

I | energy density control A two microphone implementation of the energy-based

osk — two-sensor implementation . control algorithm was presented. Simulation results indicate
that the energy density control can be implemented using the

o2} 1 two-sensor technique with a tolerable margin of performance
degradation.
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