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A hybrid method for creating a unified broadband acoustic response from sepa-
rate low-frequency and high-frequency simulation responses is proposed. This
hybrid method is ideal for creating simple auralizable approximations of complex
acoustic systems. The process consists of four steps: 1) creating separate low-
frequency and high-frequency responses of the system of interest, 2) interpolating
between the two responses to get a single broadbandmagnitude response, 3) intro-
ducing amplitude modulation to the high-frequency portion of the response, and
4) calculating approximate phase information. Once the appropriate frequency
response is obtained, an inverse fast Fourier transform is applied to obtain an im-
pulse response. An experimental setup of an acoustic cavity with one flexible wall is
used to validate the hybrid method. The simulated and measured impulse responses
are both convolved with various excitation signals, so the validity of the approach
could be assessed by listening. Listening tests confirm that the method is able to pro-
duce realistic auralizations. The degree of realism is subject to a few limitations, such
as pitch differences and dependence on the presence of transients in the excitation
signal, but these limitations are incidental and only indirectly related to the proposed
method. © 2022 Institute of Noise Control Engineering.
Primary subject classification: 76.9; Secondary subject classification: 13.7.1
1 INTRODUCTION

Accurately simulating the vibroacoustic response of a
system is valuable in many industries and applications.
Various techniques are used to model a system. Lumped
parameter models, which simplify the systems into dis-
crete mass, stiffness, and damping elements, are one of
the more basic methods. This is often the first type of
model one learns in an introductory physics or engineer-
ing course on vibration1. Despite its relative simplicity,
it is frequently used to model vibroacoustic systems with
reasonable accuracy. Fahnline and Koopmann2 use a
lumped parameter method to model the acoustic power
radiated from a vibrating structure. Karnopp3 develops
lumped parameter models of acoustic filters similar to
those found in exhaust systems. Beranek and Mellow4, as
well as Tilmans5, detail lumped parameter models of vari-
ous transducers including loudspeakers and microphones.
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Lumped parameter estimates are not appropriate for
all systems, and there are numerous methods for model-
ing continuous vibroacoustic systems. Analytical solutions
can be derived for some simpler systems, although the
extent of this approach is fairly limited6. Numerical meth-
ods have been developed and are commonly used for
vibroacoustic applications where analytical solutions are
not feasible. Finite element analysis (FEA) is a method
where a larger system is modeled by breaking it into smal-
ler continuous pieces called elements which are connected
at nodes and where the interactions occur7. This method
can be computationally expensive, although advances in
computer technology continue to lessen this limitation,
and it has become standard due to its accuracy and versa-
tility8.While it is most common for structural/mechanical
systems, FEA has been used to model many multi-physics-
based systems including coupled vibroacoustic systems.
Gan et al.9 use FEA to model sound transmission through
the human ear. Nefske et al.10 examine an FEA formula-
tion for structural-acoustic analysis of the enclosed cavity
of an automobile passenger compartment. Everstine11

provides a review of several FEA formulations used to
solve coupled fluid-structure acoustic problems.

The boundary element method (BEM) is a numerical
method for solving boundary value problems of partial dif-
ferential equations. It is, for the most part, more common
than FEA for acoustic problems8.Kirkup12 provides a survey
of research and applications of the BEM for vibroacoustic
Published by INCE-USA



problems. The BEM's efficiency for problems where there
is a small surface/volume ratio makes it ideal for modeling
acoustic radiation from vibrating structures; however, FEA
tends to be more appropriate for contained systems13.

Statistical energy analysis (SEA) is another common
method for modeling vibroacoustic systems. In SEA, the
complex system is divided into subsystems, and the pri-
mary objective is to properly balance the distribution of en-
ergy among the subsystems. Within each subsystem, the
energy is assumed to be equally distributed among the res-
onance modes, and the resonances are assumed to be uni-
formly distributed in frequency within specified frequency
bands14. Thus, SEA only provides an average level in each
subsystem and is more accurate at higher frequencies
where a higher modal density occurs15. Statistical energy
analysis is well established and continues to play a role in
ongoing research. Price and Crocker16 use SEA to model
sound transmission between rooms through double panels.
Chen et al.17 propose an affine interval perturbation SEA
method to reduce uncertainty in models of a plate-cavity
coupled system aswell as a simplified launch vehicle fairing.

Each of the above methods has its own advantages/
disadvantages, but the overall issue common to all methods
is that they are only valid or feasible for limited frequency
ranges. For many numerical methods, computation time
significantly increases for higher frequency ranges—for
example, computation time is proportional to frequency
cubed for rectangular acoustic cavities in a modal analy-
sis18. Such methods are termed “low-frequency” because
they are often not practical for obtaining a response up to
higher frequencies (higher frequencies being defined sepa-
rately for each unique system depending on the geometry
and material/fluid properties). In contrast to these low-
frequency methods, which become impractical with in-
creasing frequency, energy-based methods such as SEA
typically improve with increasing frequency due to higher
modal densities.

The research presented here seeks to create a hybrid
method, combining a low-frequency method and a high-
frequencymethod to obtain a broadband acoustic response
of a vibrating system. The hybrid method is intended to
create auralizable responses that can be assessed by lis-
tening. The next section provides some additional back-
ground about work leading to the hybrid method. Details
about the hybrid method follow, along with references to
other research attempting to create broadband responses.
An experimental setup is used to validate the hybrid
method, and results are presented comparing the hybrid
method to measurements.
2 DEVELOPMENT

The systems simulated in this paper are meant to rep-
resent basic structural/acoustic coupling found in heavy
Noise Control Engr. J. 70 (6), November-December 2022
equipment, but the methods developed are generally ap-
plicable for many applications. The ultimate objective is
to auralize the acoustic response that would be heard by
the operator inside the cab of a vehicle or large equip-
ment. As such, the developed method needs to create a
broadband response of the vibroacoustic system that can
then be auralized and evaluated by listening, unlike many
other methods that are only evaluated graphically. The
measure of success is then directly related to the percep-
tion of the simulated sounds, with the goal of creating
sounds that are perceived as “realistic,” not necessarily
perfect, and avoiding an overall perception of artificial-
ness. The sounds were initially evaluated through listening
tests where participants were asked to rate the simulated
sounds. A machine learning model was later built to
streamline the process, accurately predicting the perceived
fidelity or sound quality of the simulated sounds. While
briefly mentioned here, the full details of the machine
learning model are presented elsewhere19.

The benefits of accurately simulating the acoustic re-
sponse of an equipment cab are twofold: first, the acous-
tic response can be used in a broader simulation that is
used to train operators to use the equipment, and second,
the model can be used as a design tool to help achieve a
desired sound. However, the developed method has impli-
cations beyond this specific application and can be used to
combine any two traditional methods (one low frequency
and one high frequency) to obtain a realistic wide band-
width acoustic response. It should be noted that the regions
of low- and high-frequency are dependent on the system
being studied. However, the low-frequency regime can be
thought of as the regionwhere themodal density for the sys-
tem is low, such that the system response can be determined
from a limited number of modes. On the other hand, the
high-frequency regime corresponds to the region where
the modal density is high, such that the response can be
considered from a statistical perspective. Often this re-
gion is considered to be where there are about 3 or more
modes per third octave band.

Simplicity and efficiency are two criteria that guided
development of the simulation method. Prior to creating
the hybrid method, various methods were tested for cre-
ating simple approximations of the acoustic response
inside a cab. Two methods emerged as desirable solutions
based on these criteria: classical modal analysis (CMA)
and SEA. Classical modal analysis was chosen over FEA
because it is generally more computationally efficient,
which satisfied our criteria of simple and efficient. How-
ever, FEA could easily be used if the user was not con-
cerned with achieving increased efficiency.

In CMA, the in vacuo structural modes and rigid bound-
ary acoustic modes are first determined analytically. These
independent analytical modes are then combined through
spatial coupling coefficients. The final response is then
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obtained by summing over the total number of modes
to be used for the desired frequency bandwidth20,21. A
convenient matrix formulation of CMAwas developed
by Kim and Brennan22 that is based on the impedance/
mobility approach. This allows for efficient calculation
of coupled responses when the independent analytical
modes can be determined. The low-frequency responses
presented later in this paper were obtained using this
matrix formulation of CMA. If determining the analytical
modes is infeasible, FEA could be used to determine the
low-frequency responses.

Statistical energy analysis was used to create the high-
frequency responses. Statistical energy analysis is very
computationally efficient, making it an ideal candidate
for the simple approximate model developed in this paper.
One major limitation of SEA is that, since it results in
average levels, the final responses do not contain the phase
information necessary to create the impulse response
needed for creating auralization results. The hybrid
method outlined below seeks to overcome this limitation
and allow for SEA responses to be combined with a low-
frequency response to create auralizable broadband acous-
tic responses.
2.1 Hybrid Method

There are many applications where only considering
either low or high frequencies is not enough, and broad-
band responses are required. This is particularly true when
the final response will be auralized, since human hearing
spans approximately 20 Hz to 20 kHz, and a reduced fre-
quency range is often perceived as unnatural. Significant
research has been done investigating ways to achieve
broadband simulations involving acoustic radiation from
coupled vibrating structures. No universal method has
been found, and it remains an active area of research23–27.
Many of the proposed methods are quite complex and/or
application specific, keeping them from beingmorewidely
adopted. Wang et al.24 use a hybrid approach combining a
node-based smoothed finite element method (FEM) and
SEA and show good results for several theoretical systems;
however, they apply the different methods to separate
subcomponents of the system, leaving the SEA portions
absent of any phase information. Chronopoulos et al.25

incorporate a wave FEM with SEA to better account for
dispersion in curved shells. Yotov et al.26 introduce a
non-parametric stochastic FEM allowing them to accu-
rately model responses of spacecraft in high-frequency
ranges where structures begin to exhibit chaotic behav-
ior and element-based techniques are typically unreliable.
Aretz et al.27 combine FEA, image sources, and stochastic
ray tracing to simulate broadband impulse responses. This
work is most similar (in objective, not method) to the re-
search presented in this paper, but the method does not
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achieve the simplicity aimed for here and would be diffi-
cult to implement in more complex systems. They provide
additional references to similar work, citing limitations and
unsatisfactory results in most cases.

There are some established methods that combine
low- and high-frequency methods to compute the response
of vibroacoustic systems. Certain computer software
packages, VAOne for example, will simulate complex sys-
tems by combining individual components that are each
modeled by either FEA or SEA28. The user determines
whichmethod (FEA or SEA)will be used for each compo-
nent depending on its geometry and material properties.
Such computer simulations can provide accurate responses
for complex systems; however, they can become extremely
computationally expensive/time-consuming when the re-
sponse over a large frequency range is desired. Addi-
tionally, the energy-based portion of the solution only
provides an average level, and it does not capture any res-
onance or phase information. This becomes problematic if
one desires to auralize the simulated response.

There are two main drawbacks in many of the existing
broadband solutions. First, the methods are often quite
complex. They either require significant computation time
or they involve complicated mathematical techniques that
are only applicable in specific situations. As previously
stated, the goal of this project is to create a simple method
to model vibroacoustic systems that is both computation-
ally efficient and simple enough to easily change and apply
in various configurations. Of course, there must be a trade-
off here: the simpler the model, the less likely it will be
able to capture all the complexities of the system. Accord-
ingly, the measure of success is creating a method where
the resultant models sound “realistic,” not perfect.

The second drawback is related to the way that many of
the existing broadband solutions are evaluated. Plotting the
magnitude of the frequency response of the system is the
most common way that model accuracy is evaluated. Even
when different methods are used in different frequency
ranges, the results are often just plotted side by side, with-
out providing any real way to combine the results into a
single overall response29. This may be sufficient in many
instances; however, our main concern is about how the
simulated sounds are perceived compared to real sounds.
Therefore, our method needs to produce a result that can
be auralized. It must be a single response that contains both
magnitude and phase information across the frequency
range of interest.

The hybrid method developed here seeks to overcome
these two problems. In the end, it creates a simple model
that produces auralizations that are reasonable approxima-
tions of how the real system sounds. There are four steps in
the process: 1) creating a separate low-frequencymodal re-
sponse and a high-frequency SEA response of the system,
2) interpolating between the two responses to get a single
Published by INCE-USA



broadband magnitude response, 3) introducing amplitude
modulation to the SEA portion of the response, and 4) cal-
culating approximate phase information. Each of these
steps is discussed below and pictured in Fig. 1.

First, two separate responses are calculated, one using
a low-frequency method and one using a high-frequency
method. For this project, CMA, based on a matrix for-
mulation developed by Kim and Brennan22, was used to
calculate the low-frequency response. Although FEA is
probably more commonly used due to its accuracy and
ease of implementation with modern software packages,
CMAwas chosen because of its simplicity and compu-
tational efficiency. By way of illustration, a model of an
acoustic cavity coupled on one side to a simply-supported
vibrating plate (see experimental setup section below) was
created with both FEA and CMA. The full finite element
forced response mode superposition model took about
44 minutes to run while the classical modal model took
only about 1.2 minutes to obtain a frequency response
with the same frequency resolution and bandwidth, show-
ing the benefit of using the CMA approach. The high-
frequency response was obtained by building an SEA
model in the computer modeling software. The SEA re-
sponse was calculated in one-third octave bands. SEA
also meets the simplicity and efficiency criteria.

Second, a single magnitude response was created
by interpolating between the separate low- and high-
frequency response magnitudes. At this point, only the
magnitude response can be obtained because the SEA
portion of the response does not contain any phase infor-
mation. Built-in MATLAB interpolation methods were
used to obtain the single unified response. It is important
to choose the interpolationmethod carefully to avoid unex-
pected results (MATLAB documentation recommends
using interp1 with the “pchip” interpolation method when
the signal x is not slowly varying)30. Determining the
crossover frequency, or the point at which to switch
from the modal response to the SEA response, is another
Fig. 1—Diagram representing the steps in the hyb
low-frequency response and a high-freque
the two responses to get a single broadba
amplitude modulation to the high-frequenc
calculating approximate phase informatio
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important consideration in this step. Various crossover
frequencies were tried, and it was found that examining
the number of modes per frequency band is useful in
determining an appropriate crossover frequency. This is
discussed in greater depth in the results section, and guid-
ance is provided there on how many modes should be
present in a one-third octave band before crossing over
to SEA. However, once the crossover frequency was de-
termined, each of the individual responses was truncated;
everything above the crossover frequency was discarded
from the modal response, and everything below the next
one third octave band center frequency was discarded
from the SEA response, leaving a gap between the cross-
over frequency and the next one third octave band center
frequency. This gap allowed for a smoother transition be-
tween the separate low- and high-frequency responses.
The two separate responses were then combined via the
interp1 function, which provided for a smooth, continu-
ous curve fit between the two responses. Query points
were provided to the interp1 function in 1 Hz intervals,
constraining the resolution of the SEA portion to match
that of the modal portion. (If a different frequency reso-
lution is used for the low-frequency response, then ap-
propriate query points would be defined to match the
low-frequency resolution.)

Third, the SEA response does not capture any infor-
mation about resonances/antiresonances. This makes for
a very smooth unrealistic response. Of course, it is un-
known where the resonances/antiresonances would have
occurred—a classical modal model or finite element
model would be required to know. However, a more re-
alistic response can be obtained by randomly adding
amplitude modulation to the SEA response. Although
randomly modulating the response will not create peaks
at the exact same frequencies as the real system, it was
found that it is sufficient to create a more realistic sound-
ing response. This is because the SEA response is only
used in a frequency rangewhere the modal density is high.
rid model process: Step 1) creating a separate
ncy response, Step 2) interpolating between
nd magnitude response, Step 3) introducing
y portion of the response, and Step 4)
n.
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In this frequency range, the exact location of the peaks is
less important than in the lower frequency range covered
by the modal model. The amplitude modulation also has
the added benefit of helping create a more realistic phase
in the next step. There are two important considerations
when creating the amplitude modulation: the magnitude
of the modulation and how rapidly the modulation occurs
along the frequency axis. The magnitude of the modula-
tion is representative of the damping in the system. Large
amplitude modulation represents a system with little
damping and results in a high-pitched “metallic” ringing
sound in the final simulation. On the other hand, low am-
plitude modulation represents a systemwith high damping
and results in little to no ringing in the final simulation. As
expected, modulating the amplitude of the SEA response
only affects the high-frequency ringing (or the ringing
in the frequency range where the SEA response is used),
while low-frequency ringing is determined by the modal
response. Determining the appropriate amplitude to modu-
late the signal using a computational model can be chal-
lenging since it is often difficult to predict the damping
in a complex system. However, there are multiple exper-
imental methods one can use to determine the damping
in a physical system, which can then be imported into the
model. Another method, used here, is to use the magnitude
of the peaks and dips in the low-frequency portion of the
response to estimate the amplitude by which to modu-
late the SEA portion, such that a similar variation results
in the high-frequency region. This was done by visually
inspecting plots of the magnitude of the low-frequency
portion, although an algorithmic method could be imple-
mented to streamline the process. In experimenting with
this computational method, it was found that it is better
to overestimate the damping (underestimate the ampli-
tude of modulation) in the SEA portion of the response,
because extensive high-frequency ringing tends to cause
the simulated sounds to be perceived as artificial sounding.
The amplitude modulation formula used for the results
presented in this paper is given by:

A′ ¼ A � lognrnd m; sð Þ ð1Þ

whereA′ is the modified amplitude, A is the original am-
plitude, and lognrnd() is a MATLAB function producing
lognormal random numbers with parameters m (mean of
logarithmic values) and s (standard deviation of logarith-
mic values). The parameter values used to produce the
results presented in this paper were m ¼ 0 and s ¼ 0:5:
Using m ¼ 0 corresponds to assuming no D.C. bias in the
system response, and s ¼ 0:5 resulted in an amplitude
modulation that reasonably resembled the modulation
in the low-frequency region. Determining how rapidly to
modulate the amplitude along the frequency axis is a sec-
ond concern. Although the exact resonances of the coupled
556 Noise Control Engr. J. 70 (6), November-December 2022
system are not known, the uncoupled natural frequencies
of the dominant components can be used to estimate an
appropriate density of peaks and dips in the frequency re-
sponse. In the plate-cavity system described in the exper-
imental setup section below, the resonance frequencies of
the plate served as an appropriate approximation.

Fourth, in order to auralize the response, it needs to
have phase information aswell as magnitude. Therefore, to
finalize the SEA based response, an approximate phase
needs to be calculated. Significant time was spent experi-
menting with various ways of creating this approximate
phase. Some things that were tried include randommod-
ulation similar to the modulation added to the magnitude,
calculating a minimum phase via the Hilbert transform,
setting the phase at each peak/dip in the magnitude re-
sponse to p or �p respectively and interpolating in-
between, and extrapolating from the unwrapped phase of
the low-frequency modal response. Although some of the
other methods appeared visually better when plotted, the
auralized results did not sound natural. Using minimum
phase for the phase response was the only method we used
that did not create noticeable artifacts when calculating an
impulse response and auralizing the results. A minimum
phase acoustic system corresponds to one that has the low-
est possible time delay for signals being transmitted, and
which is also able to be inverted. It is perhaps not surpris-
ing that the minimum phase approach worked well, since
many natural systems have phase responses that closely re-
semble minimum phase systems. Thus, while the mini-
mum phase condition may not correspond to the true
phase response, it has the desirable property of generally
sounding “natural.” The process of using the Hilbert trans-
form to create the final response consisted of three parts.
First, the magnitude response calculated in the previous
step was used to create a two-sided spectrum, since the
Hilbert transform expects negative frequencies. Second,
the Hilbert transform was used to calculate a minimum
phase for the given magnitude response. The formula for
calculating the minimum phase is given by

f oð Þ ¼ �H ln G oð Þð Þ½ �; ð2Þ
where f is the minimum phase,H represents the Hilbert
transform, and G is the two-sided magnitude response.
Third, the final complex frequency response was calcu-
lated according to

bG oð Þ ¼ G oð Þ � e jf oð Þ; ð3Þ

where bG is the two-sided complex frequency response,
G is the two-sided magnitude response, andf is the min-
imum phase.

An inverse fast Fourier transform was then applied to
the complex frequency response to obtain an impulse
Published by INCE-USA



Fig. 3—Photograph of the simply supported
plate excited by a mechanical shaker.
response. The impulse response was convolved with vari-
ous excitation signals to create auralizations, so the validity
of the approach could be assessed by listening.

3 EXPERIMENTAL SETUP

A simple coupled structural-acoustic system was built
to validate the hybrid method. The system consisted of a
rectangular acoustic cavity with five rigid walls and one
flexible wall. Similar systems have been studied extensively
and used many times to validate new methods21,31,32.
The rigid walled acoustic cavity was built with a similar
method to that used by Kim and Brennan, and the flexible
wallwas constructed to closely resemble a simply-supported
plate, based on a method proposed by Robin et al22,33.

A diagram of the experimental setup is shown in Fig. 2.
Two five-sided boxes were constructed using ½ inch
medium-density fiberboard, one larger box and one smal-
ler box designed to sit inside the larger box with a 10-cm
gap on all sides. The 10-cm gap between the boxes (includ-
ing the bottom) was filled with sand so that the inner box
acted as a rigid walled acoustic cavity. The inner dimen-
sions of the smaller box were 48 cm� 42 cm� 110 cm.
Multiple microphone locations were tested, but for the
results shown in this paper, to demonstrate the method,
the microphone was located at (20 cm, 18 cm, 63 cm)
according to the coordinate system marked in red.

A previously existing aluminum simply supported
plate, mounted to a steel frame, was placed on top of
the cavity to create the flexible wall (Fig. 3). The plate
and cavity were designed tominimize any gaps but prevent
touching on the sides, once the plate was placed on top
of the cavity. This was done so that the plate dimensions
and x-y dimensions of the cavity were equal when mod-
eled while preserving the simply supported nature of the
Fig. 2—Diagram of the experimental setup,
a simply supported plate coupled to an
acoustic cavity.
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plate. The plate was measured to be 3.15-mm thick. The
plate was excited by a mechanical shaker at (20 cm,
18 cm, 110 cm), directly above the microphone. A force
sensor (not pictured) was attached between the shaker and
the plate. The transfer function was measured between the
force on the plate and the microphone in the cavity.

4 RESULTS

A model of the plate/cavity experimental setup was
built using the hybrid method. The shaker was modeled
as a point force, and the microphone was modeled as a
point acoustic sensor. For the low-frequency portion of
the response, the matrix modal formulation was used22.
The modal response was calculated up to 2 kHz. De-
fault modeling software material properties for alumi-
num were used to be consistent with the SEA model:
density, 2700 kg/m3; Poisson's ratio, 0.33; and Young's
modulus, 7:1� 1010 Pa28. An airborne sound speed of
340 m/s was used, and the density of air was assumed
to be 1.21 kg/m3, consistent with lab conditions of a room
temperature of 20 �C and an elevation of 1400 m. A
damping ratio of 0.01 was used, determined by com-
paring to the measurement since it can be difficult to
estimate damping accurately. The high-frequency por-
tion of the response, above 2 kHz, was obtained by cre-
ating a SEA model in the modeling software, using all
the same parameter values.

The result from the hybrid model is compared to a mea-
surement of the experimental setup in Fig. 4. The pictured
response is the transfer function from the input force on
the plate to the microphone in the acoustic cavity. These
transfer functions were used to calculate impulse responses,
which were convolved with various excitation signals
(recordings of engine noise and other sounds of interest
557Published by INCE-USA



Fig. 4—Full hybrid model result compared to
experimental measurement. The
transfer functions go from the force
on the plate to the microphone in
the cavity.
from heavy machinery). Listening to these auralizations
is the main way that the validity of the approach was
evaluated. However, presenting audio recordings is not
possible in a written format, so the frequency responses
will be discussed.

One of the most notable features in the frequency re-
sponse is the mismatch in the frequencies of the lowest
peak between the hybrid model and the measurement.
The model predicts a peak at 78 Hz, while the measure-
ment showed a peak at 109 Hz. This was concerning
and somewhat perplexing considering how well the two
matched after the second peak at 156 Hz. Examining
the natural frequencies of the plate and cavity individu-
ally, one finds that the first peak corresponds exactly to
the 1-1 mode of the plate. This is because the 1-1 struc-
tural mode is lower in frequency than any of the modes
of the acoustic cavity (the first acoustic cavity mode occurs
at 155 Hz), so there is no coupling between structural/
acoustic modes in this frequency range. The theoretical
natural frequency of the 1-1 mode of a simply supported
plate with the given material properties is 78 Hz, match-
ing the hybrid model. The discrepancy with the measured
response was reconciled by looking at previous measure-
ments of the physical plate separately, not coupled to the
acoustic cavity. Those measurements had revealed that
the natural frequencies of the experimental plate closely
matched those of a theoretical simply supported plate
for all the higher modes, but not for the 1-1 mode. The
natural frequency of the 1-1 mode was measured to be
109 Hz, exactly matching the measured resonance in the
coupled system. Therefore, the discrepancy did not come
from an error in the model, but from the inadequacy of
the experimental setup in replicating simply supported
boundary conditions at these lower frequencies. It is not
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surprising that the physical boundary conditions do not
match the theoretical ones exactly, and it is worth noting
that the developers of the method used to construct the
simply supported plate also found the largest percent
error with the 1-1 mode33. Identifying these results as
the source of the discrepancy alleviated concerns, and
attempting to fix the plate was deemed unnecessary.
Applying a high-pass filter with a 100-Hz cutoff fre-
quency to the auralizations proved sufficient in mini-
mizing the differences caused by these mismatching
fundamental frequencies.

As previously stated, a full complex frequency re-
sponse, including both magnitude and phase information,
is necessary to transform to the time domain to obtain an
impulse response for auralization. Although both are nec-
essary, the magnitude portion of the responses tends to
dominate human perception of sound, while the phase
plays a secondary role, particularly at higher frequencies34.
For example, imagine a musical note played from a pair of
loudspeakers. Shift the frequency or change the amplitude
and people are bound to notice, but shift the phase and
there is likely to be no perceptible difference (except
in specific circumstances where significant interference
occurs). This means that matching the magnitude por-
tion as closely as possible is vital, but finding an appro-
priate approximation of the phase can be sufficient. By
no means does this imply that the phase one uses is com-
pletely arbitrary. Out of the infinite number of possible
phases, only a small subset will approximate reality close
enough to sound natural. It was previously discussed that
many ways of constructing an approximate phase were
tested, and nearly all of them introduced undesirable arti-
facts into the final auralizations. Adopting a minimum
phase was the one method that preserved the naturalness
of the auralizations. Most physical systems are not truly
minimum phase although many approximate minimum
phase at low frequencies, particularly those systems that
are largely characterized by propagating waves. Using
minimum phase has nice properties such as preserving
causality and invertibility that allow it to produce aurali-
zations without introducing such artifacts. The minimum
phase calculated for the hybrid model shown in Fig. 4 is
sufficient to create a natural sounding auralization for the
system of interest, confirmed via listening tests. To further
test the viability of the minimum phase, a new response
was created by combining the magnitude of the measured
response and the phase of the hybrid model. Auralizations
created with this new response were not perceptibly dif-
ferent than those created from the full measured re-
sponse. This shows that the minimum phase is indeed
a satisfactory approach to approximate the real system.
It is possible that this may not be the case for all systems,
and further investigation would be appropriate to exam-
ine the generalizability of using the minimum phase, as
Published by INCE-USA



Fig. 5—Number of theoretical modes per
1/3 octave band for the simply
supported plate and the acoustic
cavity. The lowest “good” crossover
frequency for the hybrid model is
shown to be approximately 630 Hz.
well as investigating other methods for calculating an
approximate phase.

Many of the simulated auralizations sounded similar
to the measurements, although the exact level of similar-
ity was somewhat difficult to assess. Listening tests were
conducted to evaluate the similarity, focusing on realism/
artificialness. Participants were presented pairs of sounds,
a reference measured sound and a simulated sound, and
asked to rate whether the simulation sounded artificial
when compared to the reference. Eleven listeners partici-
pated in the listening tests to capture a variety of percep-
tions and opinions (the small sample size is recognized as
a limitation and further work should be done to determine
if these results represent human perceptions as a whole).
Further details about the listening tests can be found in
a previously published paper19. Two trends became ap-
parent when examining listening test responses. First,
the perceived pitch of the sounds was dominated by
the peaks with the highest magnitude in the frequency
response. This had a significant impact on how similar
the simulations were perceived compared to the mea-
surements because pitch is one of the main perceptual
traits that people tend to focus on when comparing two
sounds. However, even though the pitch differences sig-
nificantly affected perception of the overall similarity of
the sounds, they did not significantly affect the per-
ceived realism of the sounds. For example, the peak at
2069 Hz in the measured response shown in Fig. 4 is no-
tably missing from the response of the hybrid model be-
cause a 2000-Hz crossover frequency was used for the
model. This caused a significant difference in the pitch
of the measured sounds versus the sounds created from
the hybrid model, resulting in lower ratings for overall
similarity. Increasing the crossover frequency to 2100 Hz
allowed the model to capture the 2069 Hz peak, re-
sulting in noticeably more similar pitches and therefore
better ratings of overall similarity. Despite better ratings
for overall similarity between the measurement and the
model, there was no difference in the perceived real-
ism of the simulated sounds for the 2100-Hz crossover
compared to the 2000-Hz crossover. This shows that
exactly matching the dominant peaks is not necessary
to create realistic simulations, even if pitch differences
are introduced.

Second, the excitation signal had a significant impact
on whether the sounds were perceived as realistic or arti-
ficial. In particular, it was found that sounds created with
input signals containing transients were muchmore likely
to be perceived as realistic, while sounds created from en-
tirely steady state input signals were more likely to be per-
ceived as artificial. This was the case across the board, for
both measured sounds and simulated sounds; even mea-
sured sounds were more likely to be perceived as artificial
if the excitation signal contained no transients.
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The crossover frequency is one of the main consid-
erations in the proposed hybrid method. Low-frequency
methods usually provide a more accurate result, so
theoretically, the crossover frequency should be as high
as possible for the best response. However, as mentioned
before, low-frequency methods take considerably more
computation time. If a simple and efficient model is the
goal, the question that naturally arises is, “How low of a
crossover frequency is acceptable?” In order to address
this question, models were created with crossover fre-
quencies varying from 16 Hz to 2000 Hz at the one third
octave band center frequencies. These models were used
to create auralizations which were listened to and rated
according to perceived realism/artificialness. Although
there was some variation, and the perceived realism of
the sounds depended on the excitation signal as discussed
above, it was found that the lowest “good” crossover fre-
quency was about 630 Hz, as shown in Fig. 5. (Good
crossover frequencies were defined based on the ability
to produce auralizations that on average sounded more
natural than artificial). This does not mean that 630 Hz
was necessarily the best or optimal crossover frequency;
models with higher crossover frequencies were rated bet-
ter. Rather, it provides a lower bound for the crossover fre-
quencies that can be used and still retain a sense of realism
in the auralizations. The 630Hz limit is only for this partic-
ular setup and would certainly change for other configura-
tions, but it is reasonable to assume that the lower limit
would be related in some way to a modal density. The plot
in Fig. 5 shows that crossing over at a frequency where
each component has 3+ modes per one third octave band,
in all parts of the system, preserves the realism of the final
auralizations. This seems reasonable since SEA gives a
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more accurate result when there are multiple modes per
frequency band. Therefore, when computation time is a
concern, the number of modes per frequency band can
be examined for each component of the system and used
to determine an appropriate crossover frequency.

5 CONCLUSIONS

The proposed hybrid method successfully merged a
low-frequency response and a high-frequency response
into a single response that could be auralized. This allowed
for a simple and efficient approximation of the desired
acoustic response over a broad frequency range. The aura-
lizations were able to retain a sense of realism, skirting
some of the unnatural artifacts prevalent in audio simu-
lation. There were some limiting factors in the level of re-
alism achieved. First, matching the largest peaks in the
frequency responses is necessary to create the same pitch,
and it was found that pitch differences are a major factor
when listeners compare the similarity of two sounds (sim-
ulation vs. measurement). Second, the presence/absence of
transients in the excitation signal significantly affected the
perceived realism of the final auralization.While important
considerations, neither of these two limiting factors are di-
rectly related to the ability of the hybrid method to produce
realistic auralizations. Pitch differences only significantly
affect perceived similarity and not necessarily perceived
realism, and the presence of transients in the excitation sig-
nal is completely situational and unrelated to the developed
method. Early on in development, artifacts introduced by
the interpolation method or when calculating the approx-
imate phase tended to dominate the perception of the
sounds. The final method appears to have overcome these
challenges, and they are no longer limiting factors in the
achievable realism of the final result.
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