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ABSTRACT

HOW NONIDEAL MICROPHONES AFFECT

IN ROOM ACOUSTICS

J. James Esplin

Department of Physics and Astronomy

Bachelor of Science

Reduction of undesirable reflections in a room (by treating the offending re-

flecting surfaces) may only be accomplished if the locations of the offending

surfaces are determined. Several measurement techniques exist to identify

these surfaces, including the Polar Energy Time Curve (Polar ETC) method,

which requires six cardioid impulse response measurements along each Carte-

sian axis. The purpose of the current study is to quantify the angular es-

timation error introduced into the Polar ETC due to non-ideal microphone

directivities, imprecise microphone positioning, and different signal processing

techniques. In this paper, it is shown that errors may be minimized with the

correct choice of microphone type but also with additionally applied bandpass

filtering. Additionally, errors due to positioning and signal processing vari-

ations have a relatively large effect on the overall performance of the Polar

ETC.
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Chapter 1

Introduction

A common goal in architectural acoustics is to make an environment as pleasing

as possible for listeners. In some environments, reflections from walls reinforce the

direct sound, resulting in pleasing sensations of spaciousness, intimacy, clarity, and

warmth. However, other environments can suffer from reflections that result in per-

ceptible echoes and incorrect localization which annoy and/or distract the listener

from the desired source signal(s). In these latter instances it is desirable to reduce or

eliminate undesirable room reflections. However reducing undesirable reflections, by

treating the offending reflecting surfaces, may only be accomplished if the locations

of the offending surfaces are determined. This is the primary reason that reflection

localization methods are used.

A commonly used method to locate an offending surface is to analyze an impulse

response of the room that contains the undesirable echo. Using that impulse response,

one can determine the time delay between the direct source arrival and the arrival of

the offending reflection. This time delay corresponds to the additional distance the

reflection traveled compared to the direct source. It is possible to guess the location

of the offending surface using this extra distance together with a knowledge of the

1
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room dimensions. However, the method just described is time-consuming and can be

very inaccurate, especially in the case of simultaneous reflection arrivals. This is why

automated reflection localization methods were developed.

There are several automatic localization methods currently in use. Some use

spherical beamforming [1], directional microphones [2], or correlation methods with

spherical arrays [3] and tetrahedral probes [4–6] to identify reflecting surfaces. The

spherical beamforming method, which consists of a 32-microphone spherical array, is

costly and requires very precise construction. The directional microphone method has,

to the author’s knowledge, only been presented theoretically. The correlation method

with a spherical array is also costly, requiring fifteen microphones. The correlation

methods with tetrahedral probes have also only been presented theoretically. The

method most commonly used today is the Polar Energy-Time Curve (Polar ETC) [7].

It uses a series of six sequential measurements, each measured at the same location,

with a cardioid microphone oriented along each of the six Cartesian axes. From these

measurements, the difference in the so called ”energy-time curve” along an axis is

used to identify the location of reflecting surfaces. The merits of the energy-time

curve (ETC) will be discussed later in the paper.

The Polar ETC assumes three things: first, the microphone maintains a cardioid

directivity pattern over its entire frequency band (when no cardioid microphone does

so); second, all measurements are taken at the same point in space (which is difficult

to maintain as the microphone is rotated); third, a certain, flawed signal processing

technique is used (the aforementioned ETC). To the authors’ knowledge, a study

quantifying potential errors in the Polar ETC itself or those introduced by violating

any of the above assumptions has not been done. The purpose of this paper is to

quantify the error introduced by non-cardioid microphones, inconsistent microphone

positioning, and by a more physically realistic signal processing techniques. These
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errors indicate the confidence level in results obtained with the Polar ETC.

This paper will show that a range of cardioid family microphones can provide ac-

ceptable results (as long as the microphone is not omnidirectional or bi-directional),

though the measurements made with one of these microphones should be bandpass

filtered to minimize errors. Additionally, errors in microphone positioning and sig-

nal processing variations have a relatively large effect on the overall performance of

the Polar ETC. This implies that although microphone directivity is unimportant,

microphone positioning and post-processing techniques are important for successful

implementation of the Polar ETC.



Chapter 2

Theoretical Predictions

2.1 Directivity Theory

To predict the effect of microphone variations directivity variations on the Polar ETC,

one needs to first understand the Polar ETC itself. The Polar ETC is based on the

so called ETC [8–11]. This curve is essentially the envelope of the impulse response

and is computed by taking the magnitude of the Hilbert transform of the impulse

response. Originally it was erroneously interpreted as a method to obtain a value

proportional to either the instantaneous sound intensity or the instantaneous energy

density. Becker used the energy-time curve for the Polar ETC under this assumption.

It has been shown that the ETC is based upon an acausal operation and does not in

general accurately represent energy flow as Becker asserted [12, 13]. Regardless, the

form of the equations developed by Becker, [Eqs. (2.1) and (2.2)], are correct because

they are based upon the standard Cartesian to spherical coordinate transformation.

The localization of reflecting surfaces in the Polar ETC is governed by the following

two equations,

φM = tan−1

(
E+y − E−y

E+x − E−x

)
, (2.1)

4



2.1 Directivity Theory 5

and

θM = sin−1

(
E+z − E−z

ETOT

)
, (2.2)

where φ represents the azimuthal angle measured from the +x axis, θ represents the

elevation angle measured from the x-y plane, E represents the “energy” measured

along the axis identified by the subscript, and ETOT represents the total “energy.”

φM and θm represent the measured (estimated) angle for an incoming reflection, while

φ and θ, used later on, represent the actual angle of the same reflection [14].

We first assume that the components (interpreted here as instantaneous potential

energies) in Eqs. (2.1)–(2.2) are proportional to the pressure squared, and therefore

the square of the following directivity function

H(θ) = A+B cos(θ), (2.3)

subject to these constraints

A ≥ 0, B ≥ 0, A+B = 1.

The analysis presented in this section employs squared directivity functions. Note

however that D’Antonio et al. (of which Becker was a coauthor) [14] assumed that

these components were proportional to the directivity function, which may in fact

be correct for the ETC formulation. Thornock presented an analysis [15] similar to

the one presented in this section [up to Eq. (2.12)] based upon the assumption by

D’Antonio et al.

Equation (2.3) defines the directivity of any microphone in the cardioid family.

If A = 1 and B = 0, this implies an omnidirectional directivity (where it is equally

sensitive to sound incident from all directions). If A = B, this implies a true car-

dioid directivity (where it is more sensitive to sound incident upon the front of the

microphone than sound incident from behind it). If B = 1 and A = 0, this implies
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a bidirectional or figure-8 directivity (the microphone is equally sensitive to incident

sound from the front or behind it, but not sensitive to sound incident from its sides).

The Cartesian energetic components then become

E+x = E0(A+B cosφ cos θ)2, (2.4)

E−x = E0(A−B cosφ cos θ)2, (2.5)

E+y = E0(A+B sinφ cos θ)2, (2.6)

E−y = E0(A−B sinφ cos θ)2, (2.7)

E+z = E0(A+B sin θ)2, (2.8)

E−z = E0(A−B sin θ)2, and (2.9)

ETOT =
√

(E+x − E−x)2 + (E+y − E−y)2 + (E+z − E−z) (2.10)

= 4ABE0.

Substitution of Eqs. (2.4)–(2.10) into Eqs. (2.1)–(2.2) yields

φM = tan−1

(
E0[A+B sinφ cos θ]2 − E0[A−B sinφ cos θ]2

E0[A+B cosφ cos θ]2 − E0[A−B cosφ cos θ]2

)
= tan−1

(
4AB sinφ cos θ

4AB cosφ cos θ

)
(2.11)

= φ

θM = sin−1

(
E0[A+B sin θ]2 − E0[A−B sin θ]2

4ABE0

)
= sin−1

(
4AB sin θ

4AB

)
(2.12)

= θ

This means that as long as the microphone is a member of the cardioid family,

microphone directivity should have no effect at all on the Polar ETC, contingent

upon two conditions. First, an omnidirectional microphone must not be used (B
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must not equal to zero). This is because when B = 0, Eqs. (2.1) and (2.2) become

indeterminate. Second, a figure-8 microphone must not be used (A must not equal

zero) for exactly the same reason. Thus, theoretically, even when the microphone is

practically omnidirectional or bidirectional (i.e. A = 0.99 and B = 0.01 or A = 0.01

and B = 0.99) the analysis given here holds for a noise-free signal. However, when

noise is added to the signal, the range of acceptable values for A are limited.

Figure 2.1 shows how much angular estimation error results as A is varied from 0

to 1 (assuming A+B = 1) when random noise, with an amplitude one percent of the

actual energy, is introduced into the analysis. It should be noted here that the general

trend of Fig. 2.1 is approximately independent of the amplitude of the random noise

(assuming the noise is still a fraction of the actual energy). As illustrated by Fig. 2.1,

the errors are relatively small when A is between X and Y (assuming a tolerance of

one degree error from the optimal value for A).

It should be stressed here that, in general, cardioid microphones are inherently

band limited in terms of the range of frequencies at which they maintain a true

cardioid directivity pattern. This is due to the fact that the phase shift, introduced

between the omnidirectional and dipole components of a cardioid microphone, is

inherently frequency dependent. At very low frequencies, the microphone will behave

as an omnidirectional microphone. At very high frequencies, the microphone will

behave as a bidirectional (figure-8) microphone. Figure 2.2 shows a surface plot of

the directivity of the Shure SM81 microphone as a function of angle and frequency.

Subplot (a) of the figure displays the measured directivity while subplot (b) displays

the departure of the measured directivity of the microphone, Dmeasured, versus a

frequency independent expression for a true cardioid directivity (Dmeasured− (.5+ .5∗

cos θ)) . Subplot (b) clearly shows the departure of the microphone at low and high

frequencies from a cardioid directivity pattern.
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Figure 2.1 Simulated angular error as a function of A, which varies from 0
(omnidirectional directivity) to 1 (bidirectional directivity).

We did not attempt to theoretically or numerically predict the effects of inconsis-

tent microphone positioning due to the unclear relationship between spatial variances

and the ETC.
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Figure 2.2 (a) Directivity of a Shure SM81 Microphone as a function of
angle and frequency. (b) Difference between the directivity in (a) and a
frequency-independent ideal cardioid. The color represents magnitude and
the contours are at the locations labeled on the color scale.



Chapter 3

Experimental Methods

3.1 Experimental Setup

In order to experimentally quantify the confidence level of Polar ETC measurements

due to the issues described in the introduction, a variable acoustics chamber, a Tannoy

dual-concentric loudspeaker, and two different microphones are used. The first micro-

phone is an AKG 414 microphone. This microphone has a variable polar pattern—it

can shift between omnidirectional(OD) (A = 1), subcardioid(SC) (A = 0.75), car-

dioid(C) (A = 0.5), hypercardioid(HC) (A = 0.25) and figure-8(F8) (A = 0) polar

patterns. The second microphone is a Shure SM81 cardioid microphone. Both are

pictured in Fig. 3.1.

We first describe a set of Polar ETC experiments with reflection surfaces at known

angles to quantify the accuracy of the estimated angles of incidence. In order to take

sequential rotation measurements about a point in space with a single microphone, a

microphone positioner, able to rotate over a full 4π steradians, is used. An altazimuth-

mounted laser pointer is placed at the location of the microphone and, with a set

of plane mirrors, is used to accurately determine the incidence angles for reflecting

10
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(a)
AKG
414

(b)
Shure
SM81

Figure 3.1 Pictures of all microphones used. (a) The AKG 414 is a mi-
crophone with a variable polar pattern. (b) The Shure SM81 is a cardioid
microphone.

surfaces in each experiment. Both of these apparatus are pictured in Fig. 3.2.

Two separate experiments are done. The first involves a microphone and a loud-

speaker, placed in a variable acoustics chamber configured as a hemi-anechoic chamber

(hemi-anechoic above approximately 100 Hz). The direct sound arrives from an angle

(φ, θ) of (0,0) (measured in degrees) while a reflection is incident from (0,-43.5). The

second experiment uses the same microphone and speaker placement as the previous

setup, but the microphone is rotated −45o in φ relative to the speaker, thus shift-

ing the microphone’s coordinate system. In this case, the direct sound arrives at

an angle of (45,0) while a reflection is incident from (45,-43.5). Both of the above

experiments are done with the Shure SM81 microphone and all five settings of the

AKG 414 microphone.
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(a) (b)

Figure 3.2 Photographs of some experimental apparatus used. (a) Rota-
tional microphone positioner. This allows rotation of a microphone about
a specific point. (b) Altazimuth-mounted laser pointer. This allows deter-
mination of the actual angle of arrival, in conjunction with a set of plane
mirrors.

3.2 Directivity Error

Two methods are used to quantify the error due to nonideal microphone directiv-

ity. First, measurements taken with the variable polar patterns of the AKG 414 are

compared directly. These measurements employ a bandwidth up to approximately

30 kHz (the loudspeaker only responds up to 30 kHz), using a 192 kHz sampling fre-

quency. Polar ETC measurements with each different AKG microphone configuration

are then compared to determine whether the trend presented in Chap. 2 is correct.

Second, a fixed high-pass filter (with a cutoff frequency of 300 Hz) and a variable

cutoff frequency low-pass filter are used with the Shure SM81 microphone Polar ETC

measurement signals to also determine agreement with the trend in Chap. 2. The

fixed high-pass filter cutoff frequency excluded the omnidirectional and part of the

subcardioid directivity behavior from the measurement. As we lowered the low-pass

cutoff frequency, we gradually eliminated the figure-8 and hypercardioid directivity

behaviors and thus restricted the Polar ETC results to a microphone possessing a
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true cardioid directivity. We thus expect the angular error to start high, decrease,

and reach a minimum as we reduce the low-pass filter cutoff frequency, as predicted

in the theory presented in Chap. 2. One tradeoff that is inherent in this type of

analysis is that the temporal resolution of the arrival times of reflections decreases as

we eliminate the higher frequency information.

3.3 Spatial Error

As stated in Chap. 1, the Polar ETC requires that each of the six Cartesian axes

measurements are made at the same point in space. In order to quantify the errors

associated with microphone positioning inaccuracies, the arrival of the direct sound

is compared among each of the six measurements from one trial (i.e. x, y, z). Ideally,

if there was no error in positioning the direct sound would arrive simultaneously for

each of the six measurements. Figure 3.3 displays sample received signals recorded

with each of the six configurations. Subplot (a) shows the unaligned impulse re-

sponses. Subplot (b) shows the unaligned ETCs for each impulse response. One

can determine that the direct sound does not simultaneously arrive in each signal,

which implies errors in microphone positioning. These positioning errors may be due

to physical inconsistencies in microphone placement between measurements or intro-

duced through a shift in the microphone’s acoustic center. The acoustic center is a

function of frequency and is different for each microphone. Because of this latter fact

it is difficult to quantify the microphone’s acoustic center, implying that this error is

unavoidable and microphone specific.

In order to correct for these misalignments, a time alignment of the six measure-

ments is performed. One measurement was taken as a baseline and cross-correlations

were found between the baseline signal and the other five signals. These cross-



3.3 Spatial Error 14

Figure 3.3 Example of the time-alignment process using three measurements
from one trial. (a) Shows the unaligned impulse responses. (b) Shows the
cross correlations for each impulse response in (a). (c) Shows the aligned
impulse responses while (d) shows their minimized cross correlations. Notice
how the measurements were aligned using the energy-time curve instead of
the impulse response—this is to correct for phase mismatches, which can be
seen in (a) and (c).

correlations correspond to the time delay between the baseline signal and the other

signal. By minimizing these cross-correlations, the time delay between the two mea-

surements is eliminated. Subplot (c) shows the aligned impulse responses while sub-

plot (d) shows the minimized cross correlations. It is anticipated that this time

alignment reduces the amount of error introduced through inconsistent microphone

positioning. The angular error in the Polar ETC incidence angle estimation from the

set of time-aligned signals is then compared to the errors resulting from the same
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set of signals without a time alignment. If the angular errors are similar, then the

misalignments are inconsequential. If they are not, this means that the Polar ETC is

very sensitive to inconsistent microphone positioning.

3.4 Signal Processing Error

As mentioned in Chap. 2, the Polar ETC is based on the so called ETC [8–11]. This

curve is essentially the envelope of the impulse response. It was originally developed as

a method to obtain an instantaneous value proportional to the instantaneous energy

density. It has been shown that the ETC is based upon an acausal operation and

therefore does not accurately represent energy flow [12,13]. For this reason, we explore

the use of the squared impulse response (SIR), instead of the ETC, since the SIR is

proportional to the instantaneous potential energy (an easily measurable, physically

based quantity). An example of the SIR, along with the IR and ETC, are displayed

in Figure 3.4. We term this new method the Polar SIR. By comparing the angular

errors produced by both of these methods we can determine how sensitive the Polar

ETC is to a more physically-based signal processing method, the Polar SIR.
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Figure 3.4 Comparison of the energy-time curve and the squared impulse
response for the impulse response shown. Amplitudes have been normalized
for all three curves.



Chapter 4

Results

In each of the previously described sets of experiments the angular error is quantified

three different ways using circular statistics, as illustrated in Fig. 4.1 [16]. The first

type of error is the angular error between the estimated location associated with the

peak of a given sound arrival and the actual location associated with that same sound

arrival. The second type of error is the angular error of the average estimated location

of the peak of a sound arrival and its three neighboring time samples on either side of

the peak (seven time samples in all), compared to the actual sound arrival location.

This type of error corrects for a peak value that may be unusually large due to noise.

Finally, the third type of error is the circular standard deviation of the aforementioned

seven points to determine the angular scatter of the estimation.

4.1 Directivity Error

Figure 4.2 displays the three types of angular error, averaged over each different

experimental setup for both the direct sound arrival and first reflection arrival, for

the measurements taken with the AKG 414 in its five polar pattern settings (OD,

17
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Figure 4.1 Example illustration showing both the estimated and actual
image source locations. The star is the actual source direction, the circle is
the peak source direction estimation, and the square is the angular average
of the peak direction estimation and the six other neighboring estimations
(represented by diamonds).

SC, C, HC, and F8). We see that the Polar ETC follows the trend predicted in

Chap. 2. As long as the microphone is not nearly OD or F8, the angular errors

remain relatively low. This implies that, for optimal results, one should band limit

Polar ETC measurements to eliminate the OD and F8 behaviors at low and high

frequencies respectively.

We now look at the results of our progressive filtering study as we filtered out the

low frequency information and steadily filtered out the high frequency information

(done with measurements taken with the Shure SM81). In Fig. 4.3 we again see the
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Figure 4.2 Angular errors in the Polar ETC as a function of microphone
directivity. Peak error, average error, and standard deviation are shown as
explained in Chap. 4.

same trend we saw in Fig. 4.2. As the low-pass filter cutoff frequency is decreased, the

angular estimation error decreases quickly and remains constant over a large frequency

range. The reason for the large errors on the low end of this plot is not likely due to

the omnidirectional response; rather, the frequency bandwidth becomes too narrow.

This causes the measurements to contain insufficient high-frequency information for

temporal estimation of arrival times.
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Figure 4.3 Angular error as a function of varying low-pass filter cutoff fre-
quency, thereby controlling the directivity. A constant high-pass low fre-
quency cutoff at 300 Hz (eliminating OD and SC directivities) is also used.
Peak error, average error, and standard deviation are shown as explained in
Chap. 4.

4.2 Spatial Error

Figure 4.4 compares the average errors when signals are not time-aligned versus when

they are time-aligned. In Fig. 4.4 we see that the errors in positioning can increase

the angular error by 35% or more. This implies that inconsistencies in microphone

positioning due to either imperfect measurements or shifts in the acoustic center can

have a significant impact on the accuracy of the Polar ETC. To remedy this, the

Polar ETC should implement automated time-alignment methods into their process

similar to the one used for this study. However, care should still be exercised to
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minimize physical microphone positioning inconsistencies. The authors are unsure at

the present time why the errors of the HC directivity increase, instead of decrease, as

the time-alignment is applied.

Figure 4.4 Average error for unaligned and aligned signals as a function of
microphone directivity. Average error is explained in Chap. 4.

4.3 Signal Processing Error

Figure 4.5 compares the average errors when using the Polar SIR versus the Polar

ETC. In Fig. 4.5 we see that the Polar SIR performs poorly in comparison to the

Polar ETC. This shows that the equations that govern the Polar ETC work much

better with the ETC than the SIR despite the flaws of the ETC. One possible reason
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for this, referring to Fig. 3.4, is that the peak of the ETC, notwithstanding its lack

of physical meaning, comes closer to the correct peak in actual energy flow than that

of the SIR, especially in cases where a single reflection is composed of both a positive

and a negative peak. Another reason has to do with the “smoothness” of the ETC

compared with the SIR. Because the ETC is “smoother” than the SIR, it will be less

sensitive to random noise that the SIR. Regardless, further research needs to be done

to investigate these and other possible reasons for this result.

Figure 4.5 Average angular error for the Polar SIR and the Polar ETC as
a function of microphone directivity. Average error is explained in Chap. 4.



Chapter 5

Conclusions

Theoretical developments in this paper have shown that the Polar ETC may em-

ploy many different types of cardioid family microphones as long as the microphone

directivity is not nearly omnidirectional or nearly figure-8.

A set of experiments has been conducted to verify the theoretical findings. Based

on the data presented, it can be concluded that the Polar ETC is not sensitive to

errors in microphone directivity as long as the polar pattern does not approximate an

omnidirectional or figure-8 pattern. One should therefore consider employing a band-

pass filter to filter out the omnidirectional and figure-8 behaviors in the low and high

frequency portions of a standard cardioid microphone response. Additionally, the

“so-called” average error estimation of the incidence angle was always slightly lower

than the peak error in Fig. 4.2. This suggests that Polar ETC processing methods

should include neighboring points to the peak in the incidence angle estimation for

higher accuracy.

The Polar ETC is very sensitive to slight errors in microphone positioning (whether

by physical positioning errors or deviations in the acoustic center versus frequency).

Small errors in positioning can result in an increase in errors by 35%.

23
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The Polar ETC is also rather sensitive to signal processing variations. It is better

to use the ETC, despite its flaws, rather than using the SIR. As stated earlier, further

research needs to be done to investigate the reasons behind this last issue. The

authors propose the idea that the ETC is less sensitive to digital sampling errors in

peak detection that the SIR is (since the ETC peaks are broader in time), hence the

smaller errors in the ETC versus the SIR.
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Appendix A

MATLAB Code

A.1 Time-Alignment

1 clc; close all; clear all;
2

3 set(0,'DefaultAxesFontName','Arial');
4 set(0,'DefaultAxesFontSize',16);
5 set(0,'DefaultAxesFontWeight','demi')
6 set(0,'DefaultAxesLineWidth',2);
7 set(0,'DefaultLineLineWidth',2);
8 set(0,'DefaultLineMarkersize',8);
9

10 % Load the unaligned data.
11 microphone='AKG 414\Subcardioid';
12 date='Oct 10 2009';
13 etc='';
14 exp=' Exp1';
15

16 Front=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
17 date,'\',microphone,'\Front',etc,exp]);
18 Front=Front.data(:,2);
19 Back=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
20 date,'\',microphone,'\Back',etc,exp]);
21 Back=Back.data(:,2);
22 Right=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
23 date,'\',microphone,'\Right',etc,exp]);
24 Right=Right.data(:,2);
25 Left=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
26 date,'\',microphone,'\Left',etc,exp]);
27 Left=Left.data(:,2);
28 Up=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
29 date,'\',microphone,'\Up',etc,exp]);
30 Up=Up.data(:,2);

28
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31 Down=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
32 date,'\',microphone,'\Down',etc,exp]);
33 t=Down.data(:,1);
34 Down=Down.data(:,2);
35 clear data;
36

37 % Set the sampling frequency and determine the "omnidirectional" response
38 % at the measurement point.
39 FS=192000;
40 % W=1/3*(Front+Back+Left+Right+Up+Down);
41 W=abs(hilbert(1/3*(Front+Back+Left+Right+Up+Down)));
42

43 % Allow the user to determine the feature that determines how the unaligned
44 % data will be aligned.
45 disp('Select a range to examine and threshold')
46

47 % scsz=get(0,'ScreenSize');
48 figure(1)
49 % set(gcf,'Position',scsz);
50 plot(t,W)
51 title('Pressure Impulse Response')
52 xlabel('Time (s)')
53 ylabel('Magnitude')
54 ylim([1.3*min(W) 1.3*max(W)])
55 xlim([min(t) max(t)/8])
56

57 % time=ginput(2);
58 time=[t(1250) t(1400)];
59

60 tpremod=time(1):1/FS:time(2);
61 Originpremod=W(round(time(1)*FS):round(time(1)*FS)+length(tpremod)−1);
62

63 % Zoomind=input('Do you want to zoom in any more? 1/0 ');
64 Zoomind=0;
65

66 figure(1)
67 % set(gcf,'Position',[0,50,scsz(3),scsz(4)−150]);
68 plot(tpremod,Originpremod)
69 title('Zoomed Plot of the Origin IR')
70 xlabel('Time (s)')
71 ylabel('Magnitude')
72 ylim([1.1*min(Originpremod) 1.1*max(Originpremod)])
73 clc;
74

75 while Zoomind 6=0
76 time=ginput(2);
77 tpremod=time(1):1/FS:time(2);
78 Originpremod=W(round(time(1)*FS):round(time(1)*FS)+length(tpremod)−1);
79

80 figure(1)
81 set(gcf,'Position',[0,50,scsz(3),scsz(4)−150]);
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82 plot(tpremod,Originpremod)
83 title('Zoomed Plot of the Origin IR')
84 xlabel('Time (s)')
85 ylabel('Magnitude')
86 ylim([1.1*min(Originpremod) 1.1*max(Originpremod)])
87 clc;
88 Zoomind=input('Do you want to zoom in any more? 1/0 ');
89 end
90

91 t1ind=find(t≥time(1)−1/(2*FS)&t≤time(1)+1/(2*FS));
92 t2ind=find(t≥time(2)−1/(2*FS)&t≤time(2)+1/(2*FS));
93 timeind=t1ind:t2ind;
94

95 % Plot the unaligned impulse response and energy time curve.
96 figure(1)
97 % set(gcf,'Position',[0,50,scsz(3),scsz(4)−150]);
98 subplot(7,12,[1:6 13:18 25:30])
99 plot(t(timeind)*10ˆ3,Front(timeind),'b−',...

100 t(timeind)*10ˆ3,Right(timeind),'k−−',t(timeind)*10ˆ3,Down(timeind),'r−.')
101 axis([min(t(timeind))*10ˆ3 max(t(timeind))*10ˆ3 ...
102 1.1*min([min(Front(timeind)) min(Right(timeind)) min(Down(timeind))]) ...
103 1.1*max([max(Front(timeind)) max(Right(timeind)) max(Down(timeind))])]);
104 text(t(timeind(1)+5)*10ˆ3,...
105 .9*max([max(Front(timeind)) max(Right(timeind)) max(Down(timeind))]),...
106 '(a)','FontSize',18,'HorizontalAlignment','Left');
107 set(gca,'XTickLabel',{6.6 6.8 7 ''});
108 % title('Unaligned')
109 % xlabel('Impulse Response')
110

111 % figure
112 % set(gcf,'Position',[0,50,scsz(3),scsz(4)−150]);
113 % plot(t(timeind)*10ˆ3,Front(timeind),'b−',...
114 % t(timeind)*10ˆ3,Right(timeind),'k−−',t(timeind)*10ˆ3,Up(timeind),'r−.')
115 % axis([min(t(timeind))*10ˆ3 max(t(timeind))*10ˆ3 ...
116 % 1.1*min([min(Front(timeind)) min(Right(timeind)) min(Up(timeind))]) ...
117 % 1.1*max([max(Front(timeind)) max(Right(timeind)) max(Up(timeind))])]);
118 % legend('+x','+y','+z')
119 % title('Unaligned Impulse Response')
120 % xlabel('Time (ms)')
121 % ylabel('Amplitude')
122

123 % Find the maximum value in the graph feature chosen above.
124

125 % [temp,Frind]=max(Front(timeind));
126 % [temp,Baind]=max(Back(timeind));
127 % [temp,Leind]=max(Left(timeind));
128 % [temp,Riind]=max(Right(timeind));
129 % [temp,Uind]=max(Up(timeind));
130 % [temp,Doind]=max(Down(timeind));
131

132 [temp,Frind]=max(abs(hilbert(Front(timeind))));



A.1 Time-Alignment 31

133 [temp,Baind]=max(abs(hilbert(Back(timeind))));
134 [temp,Leind]=max(abs(hilbert(Left(timeind))));
135 [temp,Riind]=max(abs(hilbert(Right(timeind))));
136 [temp,Uind]=max(abs(hilbert(Up(timeind))));
137 [temp,Doind]=max(abs(hilbert(Down(timeind))));
138 clear temp;
139

140 % Make the index above correspond to the index in the un−windowed file.
141 Frind=Frind+t1ind−1;
142 Baind=Baind+t1ind−1;
143 Leind=Leind+t1ind−1;
144 Riind=Riind+t1ind−1;
145 Uind=Uind+t1ind−1;
146 Doind=Doind+t1ind−1;
147

148 % Find the average peak value−−this will be the new peak value for all
149 % measurements.
150 avgind=round(1/6*(Frind+Baind+Leind+Riind+Uind+Doind));
151

152 % Translate each measurement forward or backward based on whether its peak
153 % value is less or more than the average peak value.
154 if Frind−avgind<0
155 Front(end+1:end−Frind+avgind)=0;
156 for ind=length(Front):−1:avgind−Frind+1
157 Front(ind)=Front(ind+Frind−avgind);
158 end
159 Front(end+Frind−avgind+1:end)=[];
160 else
161 for ind=1:length(Front)−Frind+avgind
162 Front(ind)=Front(ind+Frind−avgind);
163 end
164 end
165

166 % Old way of time−alignment, based on peak value
167

168 % if Baind−avgind<0
169 % Back(end+1:end−Baind+avgind)=0;
170 % for ind=length(Back):−1:avgind−Baind+1
171 % Back(ind)=Back(ind+Baind−avgind);
172 % end
173 % Back(end+Baind−avgind+1:end)=[];
174 % else
175 % for ind=1:length(Back)−Baind+avgind
176 % Back(ind)=Back(ind+Baind−avgind);
177 % end
178 % end
179 % if Leind−avgind<0
180 % Left(end+1:end−Leind+avgind)=0;
181 % for ind=length(Left):−1:avgind−Leind+1
182 % Left(ind)=Left(ind+Leind−avgind);
183 % end
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184 % Left(end+Leind−avgind+1:end)=[];
185 % else
186 % for ind=1:length(Left)−Leind+avgind
187 % Left(ind)=Left(ind+Leind−avgind);
188 % end
189 % end
190 % if Riind−avgind<0
191 % Right(end+1:end−Riind+avgind)=0;
192 % for ind=length(Right):−1:avgind−Riind+1
193 % Right(ind)=Right(ind+Riind−avgind);
194 % end
195 % Right(end+Riind−avgind+1:end)=[];
196 % else
197 % for ind=1:length(Right)−Riind+avgind
198 % Right(ind)=Right(ind+Riind−avgind);
199 % end
200 % end
201 % if Uind−avgind<0
202 % Up(end+1:end−Uind+avgind)=0;
203 % for ind=length(Up):−1:avgind−Uind+1
204 % Up(ind)=Up(ind+Uind−avgind);
205 % end
206 % Up(end+Uind−avgind+1:end)=[];
207 % else
208 % for ind=1:length(Up)−Uind+avgind
209 % Up(ind)=Up(ind+Uind−avgind);
210 % end
211 % end
212 % if Doind−avgind<0
213 % Down(end+1:end−Doind+avgind)=0;
214 % for ind=length(Down):−1:avgind−Doind+1
215 % Down(ind)=Down(ind+Doind−avgind);
216 % end
217 % Down(end+Doind−avgind+1:end)=[];
218 % else
219 % for ind=1:length(Down)−Doind+avgind
220 % Down(ind)=Down(ind+Doind−avgind);
221 % end
222 % end
223

224 % New way of time−alignment, based on cross−correlation
225 Frontfmod=fft(Front);
226 Backfmod=fft(Back);
227 Leftfmod=fft(Left);
228 Rightfmod=fft(Right);
229 Upfmod=fft(Up);
230 Downfmod=fft(Down);
231

232 Sff=abs(Frontfmod).ˆ2;
233 Sfb=conj(Frontfmod).*Backfmod;
234 Sfl=conj(Frontfmod).*Leftfmod;
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235 Sfr=conj(Frontfmod).*Rightfmod;
236 Sfu=conj(Frontfmod).*Upfmod;
237 Sfd=conj(Frontfmod).*Downfmod;
238

239 Rff=ifftshift(ifft(Sff));
240 Rfb=ifftshift(ifft(Sfb));
241 Rfl=ifftshift(ifft(Sfl));
242 Rfr=ifftshift(ifft(Sfr));
243 Rfu=ifftshift(ifft(Sfu));
244 Rfd=ifftshift(ifft(Sfd));
245

246 txcorr=−length(Rff)/2/FS:1/FS:(length(Rff)/2−1)/FS;
247

248 [temp,frind]=max(abs(Rff));
249 [temp,baind]=max(abs(Rfb));
250 [temp,leind]=max(abs(Rfl));
251 [temp,riind]=max(abs(Rfr));
252 [temp,uind]=max(abs(Rfu));
253 [temp,doind]=max(abs(Rfd));
254

255 % corrind=frind−round(length(timeind)/2):frind+round(length(timeind)/2);
256 corrind=frind−25:frind+25;
257

258 subplot(7,12,[49:54 61:66 73:78])
259 plot(txcorr(corrind)*10ˆ3,abs(Rff(corrind))/max(abs(Rff(corrind))),'b−',...
260 txcorr(corrind)*10ˆ3,abs(Rfr(corrind))/max(abs(Rfr(corrind))),'k−−',...
261 txcorr(corrind)*10ˆ3,abs(Rfd(corrind))/max(abs(Rfd(corrind))),'r−.')
262 % title('Energy Time Curve')
263 axis([min(txcorr((corrind)))*10ˆ3 max(txcorr((corrind)))*10ˆ3 0 1.1]);
264 text(txcorr(corrind(1)+2)*10ˆ3,.975,'(b)','FontSize',18,'HorizontalAlignment','Left');
265

266 while baind 6=frind
267 if baind−frind<0
268 Back(end+1:end−baind+frind)=0;
269 for ind=length(Back):−1:frind−baind+1
270 Back(ind)=Back(ind+baind−frind);
271 end
272 Back(end+baind−frind+1:end)=[];
273 else
274 for ind=1:length(Back)−baind+frind
275 Back(ind)=Back(ind+baind−frind);
276 end
277 end
278 Backfmod=fft(Back);
279 Sfb=conj(Frontfmod).*Backfmod;
280 Rfb=ifftshift(ifft(Sfb));
281 [temp,baind]=max(abs(Rfb));
282 baind−frind
283 end
284

285 while leind 6=frind
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286 if leind−frind<0
287 Left(end+1:end−leind+frind)=0;
288 for ind=length(Left):−1:frind−leind+1
289 Left(ind)=Left(ind+leind−frind);
290 end
291 Left(end+leind−frind+1:end)=[];
292 else
293 for ind=1:length(Left)−leind+frind
294 Left(ind)=Left(ind+leind−frind);
295 end
296 end
297 Leftfmod=fft(Left);
298 Sfl=conj(Frontfmod).*Leftfmod;
299 Rfl=ifftshift(ifft(Sfl));
300 [temp,leind]=max(abs(Rfl));
301 leind−frind
302 end
303

304 while riind 6=frind
305 if riind−frind<0
306 Right(end+1:end−riind+frind)=0;
307 for ind=length(Right):−1:frind−riind+1
308 Right(ind)=Right(ind+riind−frind);
309 end
310 Right(end+riind−frind+1:end)=[];
311 else
312 for ind=1:length(Right)−riind+frind
313 Right(ind)=Right(ind+riind−frind);
314 end
315 end
316 Rightfmod=fft(Right);
317 Sfr=conj(Frontfmod).*Rightfmod;
318 Rfr=ifftshift(ifft(Sfr));
319 [temp,riind]=max(abs(Rfr));
320 riind−frind
321 end
322

323 while uind 6=frind
324 if uind−frind<0
325 Up(end+1:end−uind+frind)=0;
326 for ind=length(Up):−1:frind−uind+1
327 Up(ind)=Up(ind+uind−frind);
328 end
329 Up(end+uind−frind+1:end)=[];
330 else
331 for ind=1:length(Up)−uind+frind
332 Up(ind)=Up(ind+uind−frind);
333 end
334 end
335 Upfmod=fft(Up);
336 Sfu=conj(Frontfmod).*Upfmod;
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337 Rfu=ifftshift(ifft(Sfu));
338 [temp,uind]=max(abs(Rfu));
339 uind−frind
340 end
341

342 while doind 6=frind
343 if doind−frind<0
344 Down(end+1:end−doind+frind)=0;
345 for ind=length(Down):−1:frind−doind+1
346 Down(ind)=Down(ind+doind−frind);
347 end
348 Down(end+doind−frind+1:end)=[];
349 else
350 for ind=1:length(Down)−doind+frind
351 Down(ind)=Down(ind+doind−frind);
352 end
353 end
354 Downfmod=fft(Down);
355 Sfd=conj(Frontfmod).*Downfmod;
356 Rfd=ifftshift(ifft(Sfd));
357 [temp,doind]=max(abs(Rfd));
358 doind−frind
359 end
360

361 Backfmod2=fft(Back);
362 Leftfmod2=fft(Left);
363 Rightfmod2=fft(Right);
364 Upfmod2=fft(Up);
365 Downfmod2=fft(Down);
366

367 Sfb2=Frontfmod.*conj(Backfmod);
368 Sfl2=Frontfmod.*conj(Leftfmod);
369 Sfr2=Frontfmod.*conj(Rightfmod);
370 Sfu2=Frontfmod.*conj(Upfmod);
371 Sfd2=Frontfmod.*conj(Downfmod);
372

373 Rfb2=ifftshift(ifft(Sfb));
374 Rfl2=ifftshift(ifft(Sfl));
375 Rfr2=ifftshift(ifft(Sfr));
376 Rfu2=ifftshift(ifft(Sfu));
377 Rfd2=ifftshift(ifft(Sfd));
378

379 figure(1)
380 % Plot the aligned impulse response and energy time curve.
381 subplot(7,12,[7:12 19:24 31:36])
382 plot(t(timeind)*10ˆ3,Front(timeind),'b−',...
383 t(timeind)*10ˆ3,Right(timeind),'k−−',t(timeind)*10ˆ3,Down(timeind),'r−.')
384 axis([min(t(timeind))*10ˆ3 max(t(timeind))*10ˆ3 ...
385 1.1*min([min(Front(timeind)) min(Right(timeind)) min(Down(timeind))]) ...
386 1.1*max([max(Front(timeind)) max(Right(timeind)) max(Down(timeind))])]);
387 text(t(timeind(end)−5)*10ˆ3,...
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388 .9*max([max(Front(timeind)) max(Right(timeind)) max(Down(timeind))]),...
389 '(c)','FontSize',18,'HorizontalAlignment','Right');
390 % title('Aligned')
391 % xlabel('Impulse Response')
392 set(gca,'XTickLabel',{'' 6.8 7 7.2},'YTickLabel',{});
393

394 subplot(7,12,[55:60 67:72 79:84])
395 plot(txcorr(corrind)*10ˆ3,abs(Rff(corrind))/max(abs(Rff(corrind))),'b−',...
396 txcorr(corrind)*10ˆ3,abs(Rfr2(corrind))/max(abs(Rfr2(corrind))),'k−−',...
397 txcorr(corrind)*10ˆ3,abs(Rfd2(corrind))/max(abs(Rfd2(corrind))),'r−.')
398 % title('Energy Time Curve')
399 axis([min(txcorr((corrind)))*10ˆ3 max(txcorr((corrind)))*10ˆ3 0 1.1]);
400 text(txcorr(corrind(end)−2)*10ˆ3,.975,'(d)','FontSize',18,'HorizontalAlignment','Right');
401 % title('Energy Time Curve')
402 set(gca,'YTickLabel',{});
403 leg=legend('+x','+y','−z');
404 legplot=subplot(7,12,42:43);
405 pos=get(legplot,'position');
406 set(leg,'position',pos)
407 axis off
408 [ax1,h1]=suplabel('Time (ms)');
409 [ax2,h2]=suplabel('Amplitude','y');
410 % [ax4,h3]=suplabel('Alignment Process','t');
411 set(h1,'FontSize',18)
412 set(h2,'FontSize',18)
413

414 % figure
415 % % set(gcf,'Position',[0,50,scsz(3),scsz(4)−150]);
416 % plot(t(timeind)*10ˆ3,Front(timeind),'b−',...
417 % t(timeind)*10ˆ3,Right(timeind),'k−−',t(timeind)*10ˆ3,Up(timeind),'r−.')
418 % axis([min(t(timeind))*10ˆ3 max(t(timeind))*10ˆ3 ...
419 % 1.1*min([min(Front(timeind)) min(Right(timeind)) min(Up(timeind))]) ...
420 % 1.1*max([max(Front(timeind)) max(Right(timeind)) max(Up(timeind))])]);
421 % legend('Front','Right','Up')
422 % title('Aligned Impulse Response')
423 % xlabel('Time (ms)')
424 % ylabel('Amplitude')
425

426 % clc;
427 abs(343/192000*[frind−frind baind−frind riind−frind ...
428 leind−frind uind−frind doind−frind])
429

430 figure
431 % set(gcf,'Position',[0,50,scsz(3),scsz(4)−150]);
432 plot(t(timeind)*10ˆ3,Front(timeind)/max(abs(Front(timeind))),'b−',...
433 t(timeind)*10ˆ3,Front(timeind).ˆ2/max(Front(timeind).ˆ2),'k−−',...
434 t(timeind)*10ˆ3,abs(hilbert(Front(timeind)))/max(abs(hilbert(Front(timeind)))),'r−.')
435 legend('IR','SIR','ETC')
436 hold on
437 plot(t(timeind)*10ˆ3,zeros(1,length(t(timeind))),'k−','Linewidth',1)
438 hold off
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439 xlim([min(t(timeind))*10ˆ3 max(t(timeind))*10ˆ3]);
440 ylim([1.1*min(Front(timeind))/max(abs(Front(timeind))) 1.1])
441 % title('Typical Impulse Response')
442 xlabel('Time (ms)','FontSize',18)
443 ylabel('Normalized Amplitude','FontSize',18)
444

445 % Save the aligned data files for future use.
446 data=[t,Front];
447 save(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
448 date,'\',microphone,'\Front',etc,exp,' ETCAlignCC'],'data');
449 data=[t,Back];
450 save(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
451 date,'\',microphone,'\Back',etc,exp,' ETCAlignCC'],'data');
452 data=[t,Left];
453 save(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
454 date,'\',microphone,'\Left',etc,exp,' ETCAlignCC'],'data');
455 data=[t,Right];
456 save(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
457 date,'\',microphone,'\Right',etc,exp,' ETCAlignCC'],'data');
458 data=[t,Up];
459 save(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
460 date,'\',microphone,'\Up',etc,exp,' ETCAlignCC'],'data');
461 data=[t,Down];
462 save(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
463 date,'\',microphone,'\Down',etc,exp,' ETCAlignCC'],'data');

A.2 Polar ETC

1 clear all; close all; clc;
2

3 % Define the speed of sound in the fluid.
4 c=343;
5

6 % The coordinate system used here is rotated 90 degrees from that
7 % defined in Becker's patent and in the D'Antonio paper (i.e. front is +X)
8 microphone='AKG 414\Hypercardioid';
9 date='Oct 10 2009';

10 etc='';
11 freq='';
12 exp=' Exp2';
13 align=' ETCAlign';
14

15 % First, load the data files that will be used in the algorithm.
16 Front=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
17 date,'\',microphone,'\Front',etc,freq,exp,align]);
18 Front=Front.data(:,2);
19 Back=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
20 date,'\',microphone,'\Back',etc,freq,exp,align]);
21 Back=Back.data(:,2);
22 Right=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
23 date,'\',microphone,'\Right',etc,freq,exp,align]);
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24 Right=Right.data(:,2);
25 Left=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
26 date,'\',microphone,'\Left',etc,freq,exp,align]);
27 Left=Left.data(:,2);
28 Up=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
29 date,'\',microphone,'\Up',etc,freq,exp,align]);
30 Up=Up.data(:,2);
31 Down=load(['Z:\Dr. Leishman\James Esplin\Experimental Data\',...
32 date,'\',microphone,'\Down',etc,freq,exp,align]);
33 t=Down.data(:,1);
34 Down=Down.data(:,2);
35 clear data microphone date etc exp align freq;
36 Filename='Shure SM81 Filtered Exp1 Direct Sound';
37

38 % Define where the reflection of interest should be located.
39 Allocphi=45;
40 Allocthe=−43.5;
41

42 % Define the sampling frequency of the data.
43 FS=192000;
44

45 % Truncate the data so as to make processing faster.
46 Front=Front(1:2ˆ17);
47 Back=Back(1:2ˆ17);
48 Left=Left(1:2ˆ17);
49 Right=Right(1:2ˆ17);
50 Up=Up(1:2ˆ17);
51 Down=Down(1:2ˆ17);
52 t=t(1:2ˆ17);
53

54 % Construct the sum of the measurements to obtain an omnidirectional
55 % response at the measurement point.
56 % W=(1/3*(Front+Back+Left+Right+Up+Down)).ˆ2;
57 W=abs(hilbert(1/3*(Front+Back+Left+Right+Up+Down)));
58 % W=real(W);
59

60 % Construct both the ETC and SIR of all data.
61 Fsq=abs(Front).ˆ2;
62 Bsq=abs(Back).ˆ2;
63 Lsq=abs(Left).ˆ2;
64 Rsq=abs(Right).ˆ2;
65 Usq=abs(Up).ˆ2;
66 Dsq=abs(Down).ˆ2;
67

68 FETC=abs(hilbert(Front));
69 BETC=abs(hilbert(Back));
70 LETC=abs(hilbert(Left));
71 RETC=abs(hilbert(Right));
72 UETC=abs(hilbert(Up));
73 DETC=abs(hilbert(Down));
74
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75 clear Front Back Up Down Left Right;
76

77 % Define the "energy density" E from the D'Antonio paper to be able to use
78 % the direction cosines u,v and w and therefore extract the directional
79 % information.
80

81 E=1/2*sqrt((Fsq−Bsq).ˆ2+(Rsq−Lsq).ˆ2+(Usq−Dsq).ˆ2);
82 ETC=1/2*sqrt((FETC−BETC).ˆ2+(RETC−LETC).ˆ2+(UETC−DETC).ˆ2);
83

84 % Pick the specified peak of interest to examine.
85 format long e
86 disp('Select a range to examine and threshold')
87

88 plot(t,W)
89 title('Pressure Impulse Response')
90 xlabel('Time (s)')
91 ylabel('Magnitude')
92 xlim([min(t) max(t)/8])
93 [time,amp]=ginput(2);
94 tpremod=time(1):1/FS:time(2);
95

96 %Make the two vectors the same length
97 Originpremod=W(round(time(1)*FS):round(time(1)*FS)+length(tpremod)−1);
98 close all; clc;
99 clear amp; %clear time;

100

101 % Find the index of the peak chosen previously.
102 threshind=find(W==max(Originpremod));
103

104 u=zeros(length(W),1);
105 v=zeros(length(W),1);
106 w=zeros(length(W),1);
107 theta=370*ones(length(W),1);
108 phi=370*ones(length(W),1);
109 timeend=zeros(length(W),1);
110

111 % Calculate the direction of arrival for the peak value and 3 indices on
112 % either side of it.
113 for l=threshind−3:threshind+3
114 if l 6=threshind
115

116 % Find the direction cosines using the energy time curve and
117 % squared impulse responses since energy is proportional to
118 % pressure squared.
119

120 % u(l)=(Rsq(l)−Lsq(l))/(2*E(l));
121 % v(l)=(Fsq(l)−Bsq(l))/(2*E(l));
122 % w(l)=(Usq(l)−Dsq(l))/(2*E(l));
123

124 u(l)=(RETC(l)−LETC(l))/(2*ETC(l));
125 v(l)=(FETC(l)−BETC(l))/(2*ETC(l));
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126 w(l)=(UETC(l)−DETC(l))/(2*ETC(l));
127

128 %Find the theta, phi and time values for the reflections. Display
129 %them so that one can locate the peak on the graph using time and
130 %then find the offending surface using theta and phi where theta is
131 %the elevation from −90 to +90 degrees and phi ranges from −180 to
132 %180 degrees, as is the physics convention
133

134 theta(l)=asind(w(l)/sqrt(u(l).ˆ2+v(l).ˆ2+w(l).ˆ2));
135 phi(l)=180/pi*atan2(−u(l),v(l));
136

137 timeend(l)=l/FS;
138

139 end
140 if l==threshind
141

142 % upeak=(Rsq(l)−Lsq(l))/(2*E(l));
143 % vpeak=(Fsq(l)−Bsq(l))/(2*E(l));
144 % wpeak=(Usq(l)−Dsq(l))/(2*E(l));
145

146 upeak=(RETC(l)−LETC(l))/(2*ETC(l));
147 vpeak=(FETC(l)−BETC(l))/(2*ETC(l));
148 wpeak=(UETC(l)−DETC(l))/(2*ETC(l));
149

150 thetapeak=asind(wpeak/sqrt(upeakˆ2+vpeakˆ2+wpeakˆ2));
151 phipeak=180/pi*atan2(−upeak,vpeak);
152

153 end
154 end
155

156 % Remove all the entries in phi and theta that correspond to samples that
157 % are not not in the interval of interest.
158 indextheta=find(theta==370);
159 indexphi=find(phi==370);
160 theta(indextheta)=[];
161 phi(indexphi)=[];
162

163 format short
164

165 % Find the angular estimation error for the peak value and the average
166 % value as well as the standard deviation of the seven points.
167 pkerror=acosd(sind(90−abs(phipeak−Allocphi))*...
168 sind(90−abs(thetapeak−Allocthe)));
169 avgsrc=[circ mean([phi;phipeak]*pi/180) ...
170 circ mean([theta;thetapeak]*pi/180)]*180/pi;
171 avgerror=acosd(sind(90−abs(avgsrc(1)−Allocphi))*...
172 sind(90−abs(avgsrc(2)−Allocthe)));
173 stdsrc=[circ std([phi*pi/180;phipeak*pi/180]) ...
174 circ std([theta*pi/180;thetapeak*pi/180])]*180/pi;
175 stderror=acosd(sind(90−stdsrc(1))*sind(90−stdsrc(2)));
176 Error=[pkerror avgerror stderror]
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177

178 % Display a scatter plot with the actual source location, peak source
179 % location, average source location and all source locations.
180 close all;
181 figure(1)
182 scatter(phi,theta,25,'b.')
183 hold on;
184 scatter(phipeak,thetapeak,50,'r');
185 hold on;
186 scatter(avgsrc(1),avgsrc(2),50,'gs');
187 hold on;
188 scatter(Allocphi,Allocthe,100,'kp')
189 hold off;
190 title('Image Source Locations');
191 xlabel('\phi (degrees)');
192 ylabel('\theta (degrees)');
193 legend('All Sources','Peak Source','Average Source','Actual Source',...
194 'location','NorthWest')
195 xlim([−180 180])
196 ylim([−90 90])
197 set(gcf,'position',[5 35 1275 915])

A.3 Circular Statistics

This code is courtesy of [16].

A.3.1 Angular Mean

1 function [mu ul ll] = circ mean(alpha, w, dim)
2 %
3 % mu = circ mean(alpha, w)
4 % Computes the mean direction for circular data.
5 %
6 % Input:
7 % alpha sample of angles in radians
8 % [w weightings in case of binned angle data]
9 % [dim compute along this dimension, default is 1]

10 %
11 % If dim argument is specified, all other optional arguments can be
12 % left empty: circ mean(alpha, [], dim)
13 %
14 % Output:
15 % mu mean direction
16 % ul upper 95% confidence limit
17 % ll lower 95% confidence limit
18 %
19 % PHB 7/6/2008
20 %
21 % References:
22 % Statistical analysis of circular data, N. I. Fisher
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23 % Topics in circular statistics, S. R. Jammalamadaka et al.
24 % Biostatistical Analysis, J. H. Zar
25 %
26 % Circular Statistics Toolbox for Matlab
27

28 % By Philipp Berens, 2009
29 % berens@tuebingen.mpg.de − www.kyb.mpg.de/¬berens/circStat.html
30

31 if nargin < 3
32 dim = 1;
33 end
34

35 if nargin < 2 | | isempty(w)
36 % if no specific weighting has been specified
37 % assume no binning has taken place
38 w = ones(size(alpha));
39 else
40 if size(w,2) 6= size(alpha,2) | | size(w,1) 6= size(alpha,1)
41 error('Input dimensions do not match');
42 end
43 end
44

45 % compute weighted sum of cos and sin of angles
46 r = sum(w.*exp(1i*alpha),dim);
47

48 % obtain mean by
49 mu = angle(r);
50

51 % confidence limits if desired
52 if nargout > 1
53 t = circ confmean(alpha,0.05,w);
54 ul = mu + t;
55 ll = mu − t;
56 end

A.3.2 Mean Resultant Vector Length

1 function r = circ r(alpha, w, d, dim)
2 % r = circ r(alpha, w, d)
3 % Computes mean resultant vector length for circular data.
4 %
5 % Input:
6 % alpha sample of angles in radians
7 % [w number of incidences in case of binned angle data]
8 % [d spacing of bin centers for binned data, if supplied
9 % correction factor is used to correct for bias in

10 % estimation of r, in radians (!)]
11 % [dim compute along this dimension, default is 1]
12 %
13 % If dim argument is specified, all other optional arguments can be
14 % left empty: circ r(alpha, [], [], dim)
15 %
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16 % Output:
17 % r mean resultant length
18 %
19 % PHB 7/6/2008
20 %
21 % References:
22 % Statistical analysis of circular data, N.I. Fisher
23 % Topics in circular statistics, S.R. Jammalamadaka et al.
24 % Biostatistical Analysis, J. H. Zar
25 %
26 % Circular Statistics Toolbox for Matlab
27

28 % By Philipp Berens, 2009
29 % berens@tuebingen.mpg.de − www.kyb.mpg.de/¬berens/circStat.html
30

31 if nargin < 4
32 dim = 1;
33 end
34

35 if nargin < 2 | | isempty(w)
36 % if no specific weighting has been specified
37 % assume no binning has taken place
38 w = ones(size(alpha));
39 else
40 if size(w,2) 6= size(alpha,2) | | size(w,1) 6= size(alpha,1)
41 error('Input dimensions do not match');
42 end
43 end
44

45 if nargin < 3 | | isempty(d)
46 % per default do not apply correct for binned data
47 d = 0;
48 end
49

50 % compute weighted sum of cos and sin of angles
51 r = sum(w.*exp(1i*alpha),dim);
52

53 % obtain length
54 r = abs(r)./sum(w,dim);
55

56 % for data with known spacing, apply correction factor to correct for bias
57 % in the estimation of r (see Zar, p. 601, equ. 26.16)
58 if d 6= 0
59 c = d/2/sin(d/2);
60 r = c*r;
61 end

A.3.3 Circular Standard Deviation

1 function [s s0] = circ std(alpha, w, d, dim)
2 % s = circ std(alpha, w, d, dim)
3 % Computes circular standard deviation for circular data
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4 % (equ. 26.20, Zar).
5 %
6 % Input:
7 % alpha sample of angles in radians
8 % [w weightings in case of binned angle data]
9 % [d spacing of bin centers for binned data, if supplied

10 % correction factor is used to correct for bias in
11 % estimation of r]
12 % [dim compute along this dimension, default is 1]
13 %
14 % If dim argument is specified, all other optional arguments can be
15 % left empty: circ std(alpha, [], [], dim)
16 %
17 % Output:
18 % s angular deviation
19 % s0 circular standard deviation
20 %
21 % PHB 6/7/2008
22 %
23 % References:
24 % Biostatistical Analysis, J. H. Zar
25 %
26 % Circular Statistics Toolbox for Matlab
27

28 % By Philipp Berens, 2009
29 % berens@tuebingen.mpg.de − www.kyb.mpg.de/¬berens/circStat.html
30

31 if nargin < 4
32 dim = 1;
33 end
34

35 if nargin < 3 | | isempty(d)
36 % per default do not apply correct for binned data
37 d = 0;
38 end
39

40 if nargin < 2 | | isempty(w)
41 % if no specific weighting has been specified
42 % assume no binning has taken place
43 w = ones(size(alpha));
44 else
45 if size(w,2) 6= size(alpha,2) | | size(w,1) 6= size(alpha,1)
46 error('Input dimensions do not match');
47 end
48 end
49

50 % compute mean resultant vector length
51 r = circ r(alpha,w,d,dim);
52

53 s = sqrt(2*(1−r)); % 26.20
54 s0 = sqrt(−2*log(r)); % 26.21
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