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ABSTRACT

HOMODYNE DETECTION IN A LASER LOCKING SYSTEM

Aaron Bennett

Department of Physics and Astronomy

Bachelor of Science

I discuss a high speed, low noise homodyne photo-detector. This detector will

be used to better implement laser locking techniques such as the Pound Drever

Hall method or saturated absorption with lock-in amplification. I present a

basic explanation of these methods and their benefits. I discuss aspects of the

detector which allow it to operate with low noise over a high bandwidth.
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Chapter 1

Introduction

In Professor Durfee’s lab, we are building a Ramsey-Borde atom interferometer and an

ion interferometer. In these interferometers, lasers are used to drive narrow transitions

in calcium and strontium atoms. Driving these transitions requires ultra-stable lasers

locked to a frequency reference such as a high finesse optical cavity or an atomic

absorption line. To keep a laser locked despite fluctuations in the laser, continuous

adjustments to the laser cavity and the current driving the laser are necessary. The

homodyne detector is the primary element in a feedback loop that dictates these

adjustments. Without this feedback, the laser will eventually drift off resonance,

rendering the laser useless in our experiments. This thesis discusses the homodyne

detector that I designed and built.

In this chapter, I discuss the basics of lock-in detection, including two different

ways that it can be used to lock a laser to a frequency reference.

1
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1.1 Lock-In Detection

Lock-in detection is a method used to extract information about a signal even in

situations where there is a low signal to noise ratio. To understand this principle,

let’s examine a standard lock-in detection experiment. Say that a photodiode is

placed across a room from an LED and we want to be able to tell if something is

preventing the light from the LED from getting to the photodiode. If we simply turn

the LED on and leave it on, the photodiode would detect both the background noise

in the room and the light from the LED, making it very difficult to determine whether

the light from the LED makes it to the photodiode (especially if we have a low signal

to noise ratio). Let’s say that instead of simply turning the LED on and leaving it on,

we modulate the voltage powering the LED with a square wave such that it switches

back and forth between on and off. Because the background noise in the room does

not switch on and off like the LED, the signal from the photodiode is much more

useful now. We send the on/off square wave to the photodiode (to identify which

portions of the photodiode signal occurred when the the LED was on and when it

was off) and subtract the photodiode signal when the LED was off away from the

photodiode signal when the LED was on. We perform this process many times and

average the results. This effectively averages away the noise (because the noise is

random) while not averaging away the signal (which is not random). If a significant

signal survives this averaging, we know that the light from the LED is not blocked

on its way to the photodiode.

In the previous example, we were able to extract a signal by modulating with a

square wave and removing all the unmodulated portion. In practice, to perform an

experiment like this, we usually don’t modulate with a square wave; rather, we mod-

ulate with a sine wave. Furthermore, we don’t actually subtract out the unmodulated
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portion. Instead, we extract information about the signal by mixing it with another

signal. The advantages of doing it this way are best illustrated by example. Let’s

return to the previous example where we are determining if light from an LED is un-

blocked on its way to a photodiode. However, this time, instead on turning the LED

on and off, we modulate the amplitude of the LED light with a sine wave generated

by a local oscillator. The equation for the local oscillator (yLO) is:

yLO = ALOsin(ωLOt− φLO)

If the LED light is unblocked, the photodiode output has three main components.

First, it has a DC offset because the light intensity oscillates about a positive value.

Second, on top of the DC bias, there is a signal oscillating at the modulation frequency

(ωLO) that is in phase with the modulation and has some amplitude Am. Third,

on top of these other two components, the light in the room adds noise at various

frequencies that is larger in amplitude than Am. This noise term with all its frequency

components will be denoted by the letter n. Mathematically then, the photodiode

output (ypd) when the light is unblocked is:

ypd = Apd(1 + Amsin(ωLOt− φLO)) + n.

On the other hand, when the light is blocked, the DC offset and modulated light will

not be present, leaving us with:

ypd = n.

To discover whether the light is blocked, we multiply ypd by yLO with a mixer.

Let’s examine the case where the LED light is unblocked. In this case, the mixer

output (Mout) is:

Mout = ypdyLO = ApdALOsin(ωLOt− φLO)[(1 + Amsin(ωLOt− φLO)) + n]
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which simplifies to:

Mout = ALOsin(ωLOt− φLO)(Apd + n) +ApdALOAmsin(ωLOt− φLO)sin(ωLOt− φLO).

I intentionally did not write the sine functions in the last terms as one sine squared

function to illustrate that we can use a product to sum identity to rewrite Mout in

this way:

Mout = ALOsin(ωLOt− φLO)(Apd + n)

+
ApdALOAm

2
[cos((ωLOt− φLO)− (ωLOt− φLO)) + cos(2(ωLOt− φLO))]

which simplifies to:

Mout = ALOsin(ωLOt− φLO)(Apd + n) +
ApdALOAm

2
[1− cos(2(ωLOt− φLO))].

This result highlights three important concepts. First, the second term of Mout

has a DC offset because the two signals that were mixed together were at the same

frequency. Second, the magnitude of the DC offset is proportional to the amplitude

of the modulation on the photodiode signal. Finally, the relative phase of the two

signals defines the sign of the offset and also affects the magnitude of the offset. In

this example, the signals were exactly in phase so the product-to-sum identity left us

taking the cosine of zero. If this phase difference is between 0 and 90 degrees, the

offset is positive; if the phase difference is between 90 and 180 degrees, the offset is

negative (except at 90 degrees where the offset is zero). Furthermore, the closer to

90 degrees the phase difference between the two signals is, the smaller the magnitude

of the DC offset.

This information about the second term from Mout helps us see that the first term

in Mout will only have a DC offset if part of the noise oscillates at the modulation

frequency.
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The DC component of the mixer output is the most valuable piece of the signal

because it tells if any of the light hitting the photodiode is oscillating at frequency

ωLO. As long as we chose a high modulation frequency, we can be fairly certain that

almost none of the noise in the room oscillates near this frequency. Therefore, the

mixer output will have a DC bias if the LED light is unblocked and essentially no DC

bias if it is blocked. Since all we really care about in this instance is the DC portion

of the mixer output and all other portions may be distracting, we often low-pass

filter the mixer output to isolate the portion of the signal that contains the pertinent

information.

One of the biggest advantages to using this method is that all the terms arising

from noise at frequencies not close to the modulation frequency become irrelevant

because they are filtered out. Therefore, the final output after the low-pass filter can

have a high signal to noise ratio even if ypd does not. This is extremely useful because

we can make a very quiet output signal by simply choosing a modulation frequency

where there is only a small amount of noise. It is a common practice to choose a fast

modulation frequency because many physical systems tend have less noise at higher

frequencies.

This process of modulating a signal and mixing it with a signal at the same

frequency is known as lock-in detection because we are able to detect (or lock onto)

the portion of the signal that is at the modulation frequency while ignoring all of the

other contributions. It is also called homodyne detection because it involves detecting

a signal by mixing it with a signal at the same frequency.
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1.2 Implementation

While this is not a paper about laser locking techniques, it is important to at least

briefly discuss the way that my detector will be used in these methods. There are

two types of locking systems that I will discuss in this section: locking to a reference

cavity and locking to an atomic absorption line. While these methods are different

in nature, they both use the principles of lock-in detection.

1.2.1 Locking to a Cavity

An optical cavity is essentially two semi-transparent mirrors placed some distance

apart from each other. When light is incident on a cavity, a maximum amount of

light transmits when the cavity’s length is an integer number of half wavelengths of

the light. The frequencies associated with these wavelengths are known as resonant

frequencies. When the laser drifts off resonance, some light still transmits through

the cavity (but not as much as when the light is resonant). The transmitted light

intensity continues to decrease the further the frequency drifts from resonance. This

behavior can be seen in Fig. 1.1.

Because the amount of light transmitted through the cavity is dependent on the

laser’s frequency, optical cavities can be used to lock a laser’s frequency. One method

for doing so is shown in Fig. 1.2. Here, light from a laser is directed through an

optical cavity onto a photodiode on the opposite side of the cavity. When the light

is on resonance, transmission through the cavity is maximized, causing a maximum

photodiode output. When the laser drifts off resonance, transmission through the

cavity decreases, causing the photodiode output to decrease. One could assume that

an effective way to lock to the cavity’s resonance is to send the photodiode output

through some feedback loop that will adjust the laser’s frequency to maximize the
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Figure 1.1 The transmission through an optical cavity of varying length.
When the length of the cavity is an integer number of half wavelengths of
light, the transmission through the cavity is maximum. This figure was
reproduced from [1].

photodiode’s output. Unfortunately, locking this way does not work because the

curve is symmetric about the resonance. If the frequency drifts, it is impossible to

tell which direction it drifted because less light transmits whether the frequency drifts

high or low.

We could overcome this problem by using the same setup but instead locking to

a point that is on the side of the resonance curve. Then, as long as we know which

side of the curve we are locking to, it is easy to determine the direction of frequency

drifts just by looking at the photodiode’s output. While this does work, there are

some limitations when locking this way. First, the lock point is dependent on light

intensity. For example, if the light intensity drops while the laser’s frequency remains

constant, the photodiode output will also drop, triggering a change in frequency when

no change is necessary. Second, locking to the side of the transmission resonance curve
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Laser

Optical Cavity

Feedback

Optical Cavity

Feedback

Photodiode

Figure 1.2 An example of a poor method for locking a laser to a cavity.

results in a slow lock because it will take some time for the light in the cavity to ring

down if the frequency drifts. Furthermore, if the goal is getting a lot of light into

the cavity (perhaps for a frequency doubling application) locking to the side of the

resonance curve greatly reduces the amount of light coupled to the cavity.

Fortunately, this is not the only way to lock a laser to a reference cavity. A far

superior method, known as the Pound-Drever-Hall technique, utilizes the principles

of lock-in detection to create a fast, precise lock. The basic setup for this method

is shown in Fig. 1.3. Directly out of the laser, the beam is split and most of the

light is directed to the experiment. The remaining light is phase modulated by an

electro-optical modulator (EOM) at a frequency dictated by a radio frequency (RF)

local oscillator. After modulation, the light is directed to the optical cavity. Instead

of examining the transmission through the cavity as in the previous example, here we

look at the reflections off of the cavity with a photodiode. The resulting signal from

the photodiode is amplified, filtered, mixed with a signal at the modulation frequency,

and low-pass filtered. The signal after the filter is the error signal that is fed into
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Figure 1.3 The Pound Drever Hall method for locking a laser.

a mechanism that automatically adjusts the laser to keep it on resonance with the

cavity.

Because this thesis is not focused on laser locking techniques, I forgo an in depth

quantitative derivation of the error signal and instead provide a qualitative expla-

nation with an occasional quantitative portion. Before doing so, let’s assume that

the modulation frequency is smaller than the linewidth of the cavity. Using similar

techniques, one can also examine situations where the modulation frequency is larger

than the linewidth of the cavity.

To understand the error signal, we need to start by examining the effect of phase

modulation on the laser. Before modulation, the electric field of the laser can be

written as:

E = E0e
iωt .
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After passing through the EOM, the phase is now modulated, such that:

E = E0e
(iωt+Asin(Ωt))

(where Ω is the modulation frequency). A Fourier transform of this modulated signal

reveals that, in frequency space, this phase modulation adds frequency sidebands to

the carrier frequency of the laser (with the side bands located at ω − Ω and ω + Ω).

This result becomes clearer when we approximate the modulated electric field in the

following way [2]:

E≈E0(J0(A) + 2iJ1(A)sin(Ωt))eiωt = E0(J0(A)eiωt + J1(A)ei(ω+Ω)t − J1(A)ei(ω−Ω)t).

In the above equation for E, it is important to note that modulating the phase has

no effect on the amplitude.

Because the phase modulation adds frequency sidebands to the carrier frequency

of the light, there is beating between the carrier and the side bands at the modulation

frequency. The beat-note from the carrier frequency beating with the lower sideband

(the sideband with the lower frequency) is out of phase with the beat note from

the carrier beating with the upper side band (even though they are out of phase,

they still beat at the same frequency). Now, treating the reflected signal as the

sum of the incident light directly reflected and the light leaking from the cavity,

let’s qualitatively look at the reflected light. When on resonance with the cavity,

equal amounts of both sidebands reflect. Consequently, there is no beating between

the carrier and sidebands when on resonance (because the two beats have the same

magnitude and are summed together out of phase). Off resonance though, different

amounts of each sideband reflect. Because one of the beat notes is larger than the

other, this time they don’t cancel. Furthermore, the beat either has or does not have a

π phase shift (depending on which beat-note is larger). As the laser gets farther from

resonance, more of the carrier reflects off of the cavity. This causes the beat note to
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grow in amplitude. Therefore, the photodiode detecting this light produces a signal

oscillating at the modulation frequency whose amplitude tells how far the carrier is

from the cavity’s resonance and whose phase tells which direction from resonance the

carrier drifted. Consequently, when we mix this signal from the photodiode with the

signal from the local oscillator and low-pass filter the output, the result is a DC signal

whose amplitude tells how far the carrier frequency is from resonance (because the

amplitude of the signal after the mixer will be proportional to the amplitude of the

signal from the photodiode) and whose sign (which is dependent on the phase of the

signal from the photodiode) tells which way from resonance the laser drifted. This

filtered output is the error signal that dictates the adjustments needed to bring the

laser back on resonance with the cavity.

This method for locking lasers is far superior to the method previously discussed

for several reasons. First, we do not have to wait for the light in the cavity to ring

down because we use reflections off the cavity. Second, drifts in intensity do not

matter when on resonance because we are locking to a zero point (i.e. if the intensity

drifts but the frequency doesn’t, we will still have a 0 V DC signal when on resonance).

Then, when the frequency does drift, the signal used to lock the laser tells both the

direction and amplitude of the drift. Finally, because this method implicitly uses

lock-in detection, the error signal should have a high signal-to-noise ratio. Overall,

this method provides a very fast, ultra stable lock.

1.2.2 Locking to an Atomic Absorption Line

In many of the experiments performed in atomic, molecular, and optical physics, a

laser is used to drive a transition in an atom to an excited state. For these experiments

to work, the laser must be at and stay at a specific frequency (called the atomic

resonance frequency) for the duration of the experiment. To stay locked on resonance,
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we need to be able to determine the relationship between the laser frequency and the

resonance frequency and then make proper adjustments.

An excellent way to determine this relationship is to create a vapor cloud of the

same type of atoms used in the experiment (e.g., our ion interferometer uses strontium

atoms, so the vapor cloud should also be strontium atoms), direct a portion of the laser

through this cloud, and then look at the intensity of the light that transmits through

the cloud with a photodiode. Interpreting the output of the photodiode requires

an understanding of the how the light intensity transmitted through the cloud is

dependent on the frequency of the light. This relationship is addressed briefly below

with a more thorough explanation included in Appendix A.

In the atoms that make up the vapor, the energy difference between the ground

and excited state may be denoted by ∆E . The frequency of light needed to transition

the atom between the ground and excited states is related to ∆E through Planck’s

law: ∆E = h̄ω0 (where ω0 = 2πν0, or ν0 = ∆E
2πh̄

). If a laser is at the atomic resonance

frequency (ν0), the atom will have a maximum probability of absorbing some of the

laser’s intensity as it is struck by the beam. As the laser frequency drifts away from

ν0, the probability that the atom will absorb some of the light intensity decreases.

Appendix A discusses in depth how the laser’s intensity as it propogates through a

cloud of atoms is affected by it’s frequency. Here, it is sufficient to say that if light

at frequency ν propagates a distance x through a cloud of atoms with an atomic

resonance frequency ν0, a resonance linewidth Γ, an effective cross-sectional area of

σ, and a number density n0, the output intensity (I) will be related to the initial

intensity (I0) as follows:

I = I0e
σn0 x

where:

σ = σ0L(P0 − P1 )
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Figure 1.4 Graph depicting reduction in light intensity for a laser traveling
through a vapor cloud with the output intensity normalized to I0. The x-axis
has arbitrary frequency units.

and:

L =
1

1 + 4 (ν−ν0 )2

Γ2

.

In these expressions, P0 and P1 are the probability that the atoms will be in either

the ground or excited state (respectively) and σ0 relates to the cross sectional area

of the atom when directly on resonance with the transition. A graph relating the

laser frequency to the intensity of light transmitted through the cell (not absorbed

by atoms) is shown in Fig. 1.4.

Perhaps the easiest way to lock to the atomic resonance may appear to be having

a feedback loop adjust the laser frequency to minimize the amount of light on the

photodiode placed after the vapor cloud. However, this does not work because the

resonance curve is symmetric about the resonance (making it impossible to determine

the direction of frequency drifts).

We could overcome this particular problem by using the same setup but this

time choosing a lock point that is on the side of the curve. This makes it is easy

to determine the direction of frequency drifts (e.g. if we are locking to a point on

the right side of the curve, we know that the frequency went up if the photodiode
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output increases and we know that the frequency went down if the photodiode output

decreases). The problem with this method is that the lock point is dependent on the

density of atoms in the vapor cloud and the initial laser intensity. For example, if the

density of atoms in the laser’s path decreases while its frequency remains constant,

the photodiode output will increase, triggering a change in frequency when no change

is necessary.

Overcoming these problems requires a somewhat unintuitive solution that draws

on the power of lock-in detection. In this solution, the beam is split directly out

of the laser and most of the light is directed to the experiment. The remaining

light is frequency modulated with an acousto-optic modulator (AOM) at a frequency

determined by a local oscillator. This modulation does not affect the main beam

sent to the experiment. After passing through the AOM, we direct this light through

a vapor cloud onto a photodiode. Because the light intensity transmitted through

the vapor cell is a function of the laser’s frequency, modulating the laser frequency

causes the photodiode output to oscillate. This output is amplified, mixed with the

signal used to modulate the laser’s frequency, and low-pass filtered (removing any

high frequency components). This filtered signal is a perfect error signal because it

contains information about both the magnitude and direction of any frequency shifts.

Let’s examine how this error signal comes to contain this valuable information.

To do so, I will examine four different cases. Those four cases are when the laser’s

frequency is: (1) on resonance, (2) well above resonance, (3) well below resonance,

and (4) only slightly above resonance. The graphs in Fig. 1.5 should help in this

process by tracking three different pertinent values for each case as time evolves. In

these graphs, ν and ν0 have the same meaning as they did in the discussion of Beer’s

Law.

Fig. 1.5(a) shows this process when the laser frequency oscillates about resonance.
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(a) The laser frequency centered on resonance.
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(b) The laser frequency centered well above

resonance.
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(c) The laser frequency centered well below res-

onance.

ν 
–ν

0

0

4

-4

P.
D

. O
ut

E
rr

or
 S

ig
na

l

0

0

0.4

0.8

0

0

0.4

0.8

P.
D

. O
ut

E
rr

or
 

Si
gn

al

Time

(d) The laser frequency centered just above

resonance.

Figure 1.5 These graphs track the frequency of the laser, the photodiode
output, and the error signal as time evolves for four different situations. In
the situations where the frequency is off resonance, the lock would correct
the frequency and bring it toward resonance over time. These graphs then
show a situation where an error signal is being produced but not being used
to correct the laser frequency. The values of ν − ν0 in this graph directly
relate to the values shown in Fig. 1.4.
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This figure begins with the laser frequency on resonance. When on resonance, the

photodiode output is minimal. As the modulation drives the frequency above reso-

nance, the photodiode output increases until the modulation begins driving the fre-

quency downward and the photodiode output then begins to drop. The photodiode

output continues to decrease until the frequency passes through the resonance. As

the frequency continues to decrease past the resonance, the photodiode output then

increases until the laser frequency its minimum value. As the frequency increases

from this point, the photodiode output decreases again until it passes through the

resonance, after which the photodiode output increases again. This completes one

period of the frequency modulation. In this time, the laser frequency maximizes

only once while the photodiode output maximizes twice. Therefore, the photodiode

output oscillates at twice the modulation frequency (as can be seen in the figure).

Consequently, the filtered output from the mixer will be a 0 V DC signal because

the photodiode output has no components that oscillate at or near the modulation

frequency.

Fig. 1.5(b) shows this process when the laser frequency oscillates about a point

well above resonance. This instance is much simpler than the last. When the mod-

ulation increases the laser frequency, the photodiode output increases and when the

modulation decreases the laser frequency, the photodiode output decreases. The am-

plitude of the photodiode output oscillations when centered above resonance is much

larger than the amplitude of the oscillations when they are centered on resonance

because the resonance curve is much steeper away from resonance (see Fig. 1.4). In

this situation, the photodiode output oscillations are at the same frequency as and

in phase with the modulation signal. So, when they are mixed together and low-pass

filtered, the result is a positive DC signal whose amplitude tells how far off resonance

the laser is.
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Fig. 1.5(c) shows this process when the laser frequency oscillates about a point

well below resonance. Because we are on the opposite side of the resonance curve as

the previous example, the photodiode output in this situation is also exactly oppo-

site. Now, when the modulation increases the laser frequency, the photodiode output

decreases and when the modulation decreases the laser frequency, the photodiode

output increases. The amplitude of the oscillation in this example is the same as the

previous example because the resonance curve is symmetric. In this situation, the

photodiode output oscillations are at the same frequency as the modulation signal but

the signals are 180 degrees out of phase. Therefore, when they are mixed together and

low-pass filtered, the result is a negative DC signal (negative because the photodiode

output and modulation are completely out of phase) whose amplitude tells how far

off resonance the laser is.

Fig. 1.5(d) illustrates what happens if the laser frequency oscillates about a point

that is just above resonance. Here, the error signal is not as large as the well above

resonance error signals for two reasons. First, the resonance curve is not as steep

closer to the resonance. Second, the photodiode output in this case has two main

frequency components. One of them oscillates at the modulation frequency in phase

with the modulation and the other oscillates at twice the modulation frequency. When

the photodiode output is mixed with the modulation signal and low-pass filtered, the

frequency component that oscillates at twice the modulation frequency doe not con-

tribute to the error signal because it is filtered out. Therefore, as the laser frequency

approaches resonance, the error signal decreases because the steepness of the curve

decreases and the amplitude of the frequency component that oscillates at the mod-

ulation frequency decreases.

To recap, we are trying to lock to an atomic resonance. We determine how far

from resonance the laser frequency is and whether we are above or below resonance
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by modulating the laser frequency, directing the light through a vapor cloud onto

a photodiode, amplifying and mixing the photodiode output with the modulation

signal, and low-pass filtering the mixer output. This filtered signal is our error signal.

The sign of the error signal tells the direction of the frequency drift and the amplitude

tells how far away from resonance the laser drifted. If the error signal is a 0 V DC

signal, the laser is on resonance and no adjustment is necessary.

This process has several advantages. First, the error tells both the direction and

magnitude of any frequency drifts. Second, drifts in light intensity or atom density do

not matter when we are on resonance because we are locking to a zero point. Finally,

because this method uses lock-in detection, the error signal should have a high signal

to noise ratio.

While this method does work, there is one problem with locking this way. Be-

cause the atoms in the vapor cloud are in constant motion, the resonance curve will be

Doppler-broadened. As a result, the width value of the resonance curve will be much

larger than the actual linewidth of the atomic transition. A process known as satu-

rated absorption (also call Doppler-free spectroscopy) was developed to compensate

for the Doppler-broadening of an atomic resonance. Since this process is not central

to my thesis but may be of some interest to the reader, I have included information

in Appendix B that briefly explains it.

As a side note, one way to make the vapor cloud discussed in this section is with a

vapor cell. A vapor cell is basically a cylinder with two window ports on either end. To

get a cloud of atoms inside the cell, a sample of the desired material is placed inside.

The cell is then sealed, pumped down to vacuum, and heated. As the cell heats, the

sample vaporizes. As long as the cell stays within an appropriate temperature range,

there will be a fairly even distribution of vaporized atoms throughout the cell.
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1.2.3 My Contribution to the Lock

Both of these locking processes involve detecting modulated light, amplifying the os-

cillating signal, and mixing it with the local oscillator. For the mixer and everything

before it, the high frequency part of the signal is important. Consequently, I put

all these components together onto one board. We call this circuit the ”homodyne

detector.” This is the circuit that I have constructed. It is possible to make a cir-

cuit similar to mine with commercially available parts, but doing so has two main

downsides. First, the performance of a commercially available alternatives is lacking

compared to my circuit because it would involve purchasing all of the parts separately

and linking them together with BNC cables (i.e., buying a high-speed photodiode and

linking that to an amplifier which is connected to a mixer, etc.). Doing so would in-

troduce significantly more noise than my circuit does because the components in my

circuit are all placed close together on the same board. Not only would the noise be

negatively affected, but linking through BNC cables to different components may also

negatively affect the speed of the circuit. Overall, my circuit should out perform a

commercial one because mine is quieter and runs at comparable speeds. The second

downside to a commercial alternative is cost. My board is relatively inexpensive to

produce while commercial parts may be very expensive (especially considering the

high bandwidth these parts would need). The only downside to my board is that

it will take some time to assemble a board once the parts have been acquired, but

assembling and testing a board should not take long.

For my detector, I had two main goals. First, I wanted my detector to be shot-

noise limited for a milliwatt laser. Second, I wanted to be able to modulate laser light

at a high bandwidth, ideally up to 100 MHz. While these are ambitious goals, I have

been able to make significant advances toward achieving them. Before presenting the

results, I will first take an in depth look at my detector.
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Chapter 2

Detector Layout

Fig. 2.1 shows a schematic of my detector. To help understand the schematic, I have

included Fig. 2.2 (which shows a simplified block diagram of the circuit). In my

circuit, light is detected by a photodiode which produces a current. That current

is converted into a voltage using a transimpedance amplifier. The voltage signal is

then filtered, amplified, filtered again, amplified again, mixed with a local oscillator,

low-pass filtered, and sent to a PID controller that adjusts the laser frequency. In this

chapter, I discuss each of these stages more thoroughly, though I save an in depth

look at the op amps for chapter 3.

2.1 Photodiode

A photodiode is a device that converts optical power into electric current following

the equation I = AP . In this equation, I stands for current and has units of Amperes.

P stands for optical power and has units of watts. The constant of proportionality

between the two, A, is known as the responsivity. Using dimensional analysis, one can

see that this constant must have units of amps
watt

. For any given diode, the responsivity

21
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Figure 2.1 The schematic for my detector.

Photodiode

Transimpedance
Amplifier Mixer

To LPF 
and PID

Local 
Oscillator

HPF HPF

Op-amp #1

Op-amp #2

Figure 2.2 A simplified block diagram of the detector. In this figure, HPF
stands for high-pass filter, LPF stands for low-pass filter, and PID refers to
the PID controller that the error signal is sent to.
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Figure 2.3 The responsivity curve for the photodiode used in my detector.
This figure was reproduced from [6].

varies depending on the wavelength of light being detected. Most photodiode data

sheets have a responsivity curve, showing the value of A at any given wavelength.

Fig. 2.3 shows a a responsivity curve for the particular photodiode used in my detector.

A common method for determining a photodiode’s output current is to put that

current across a resistor and measure the voltage drop across the resistor. Then,

using Ohm’s law, one can calculate the current. Unfortunately, this method does not

always work because there is a limit to the voltage a photodiode can output because it

is a diode. Consequently, a photodiode cannot always output a current proportional

to the power incident on the diode. Typically, a photodiode starts saturating when

outputting between .2 and .4 V and will totally saturate somewhere around half a volt.

In the circuit I built, I overcame this problem by using a transimpedance amplifier

(discussed in the next section).

One particularly challenging aspect of working with photodiodes is their response

time. The depletion region of a diode acts as a capacitor (because there are charges
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built up on either side of it). The capacitance of a photodiode in connection with

whatever resistance is in series with the output forms a low-pass filter with a time

constant of τ = RC (where R is the value of the resistor and C is the value of the ca-

pacitor). This time constant corresponds to a 3 dB bandwidth of 1
2πRC

. Based on this

equation, there are two ways to increase the bandwidth of the circuit. First, we can

decrease the value of R. Unfortunately, this has the negative effect of also decreasing

the voltage drop across the resistor. Second, we could decrease the capacitance of

the photodiode. Recalling that the photodiode acts as a parallel plate capacitor and

that the capacitance of such a capacitor is C = A ε
d

(where C is capacitance, A is

the area of the capacitor, d is the distance between plates, and ε is the permitivity

of the material between the plates), we see that the capacitance of the photodiode

can be reduced in two ways: decreasing the area of the photodiode or increasing the

depletion region (the effective area between the plates).

The first of these solutions is only effective to a point. If the area of the photodiode

becomes so small that it is difficult to hit it with a beam, it is not really effective. For

my project, I used a photodiode with an area of one millimeter by one millimeter. I

chose this size because it has a relatively small area yet it is still reasonably easy to

focus light on it.

The second way to reduce the capacitance (increasing the depletion region) is

accomplished by a process know as reverse biasing. The schematic of a reverse biased

diode is shown in Fig. 2.4. In my circuit, I reverse biased my diode with a voltage of

-12 V. When biasing a diode, it is important to pay careful attention to the sign of

the voltage. If one were to forward bias the diode (applying a positive voltage instead

of a negative one), current will flow almost completely uninhibited through the diode,

most likely destroying it.
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Figure 2.4 The schematic for a reverse biased photodiode. In my detector,
I reverse biased the photodiode I used with -12 V.

Vout

Rf

Iin

Figure 2.5 The transimpedance amplifier.

2.2 Transimpedance amplifier

In the previous section, I discussed two problems with using a resistor to transform

the current from the photodiode into a voltage with a resistor. The first problem was

associated with saturating the photodiode. Because the photodiode can only output

up to a certain voltage, we cannot choose a resistor that is too large. The second

problem dealt with speed. Making the resistor small increases the speed but also

results in a lose of signal. We overcome both these problems by using an op amp

wired as shown in Fig. 2.5.
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A simple evaluation of the circuit shows that the output voltage is proportional

to the input current as follows: Vout = −IinRf . Because the current is converted to

a voltage across a resistor using an amplifier, this circuit is called a transimpedance

amplifier. As evident in the equation for Vout , the size of the output voltage is directly

proportional to the size of the feedback resistor.

The transimpedance amplifier solves the problem with saturation because the

photodiode is attached to a virtual ground, so its output voltage stays at zero even as

the current through the diode increases (until the amplifier saturates, which is usually

at a much higher voltage than the photodiode saturation point). Consequently, when

using a transimpedance amplifier, the linearity of the photodiode does not present a

problem.

Connecting the photodiode to the virtual ground of the transimpedance amplifier

also solves the speed problem. When connected to the transimpedance amplifier, the

photodiode essentially behaves as though it is connected to zero resistance (because

this is the resistance necessary to keep the voltage zero for arbitrary currents). Previ-

ously, I mentioned that the 3 dB bandwidth for the photodiode was 1
2πRC

. If R goes

to zero, the photodiode should theoretically have infinite bandwidth. Unfortunately,

the speed of the circuit is not infinite (meaning the response time is not 0) because

it is limited by the capabilities of the op amp I am using, but it does perform much

better than just using a resistor to transform the current into a voltage.

In my circuit, I use the AD8015 for my transimpedance amplifier. The block

diagram for this chip is shown in Fig. 2.6. Including the whole circuit in one chip

removes the loop around the op amp that would be necessary had I chosen to just

use a high speed op amp wired as a transimpedance amplifier. This loop would add

stray inductance to my circuit, which would significantly decrease its speed.

Another advantage to this chip is that there is both an inverted and non-inverted
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Figure 2.6 The AD8015 block diagram. I reproduced this image from [5].

output pin (meaning that the chip has two outputs that are 180 degrees out of phase

with each other). The only major disadvantages to the AD8015 are a somewhat

limited voltage swing and a DC offset on the ouput pin (both of which will be discussed

more later in my thesis). For now it will suffice to say that I avoid saturating the

output and I put a high-pass filter after the AD8015 to remove any DC bias.

2.3 Gain Stage

Because a majority of the initial light intensity is directed toward the experiment,

the amount of light used for the lock is often very small, sometimes even on the order

of a microwatt. As a result, the signal after the transimpedance amplifier will also

be very small. In order to mix well, the signal needs to be amplified many times

(the mixer will be discussed in greater detail later). It would be ideal to perform this

amplification all in one stage, but this is limited by the gain-bandwidth product of

available op amps (a property discussed in chapter 3). To achieve the desired gain

and preserve the speed of the circuit, I use two op amps that each have a gain of

eleven. The final output from these op amps should produce a large enough signal to
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Figure 2.7 The AD8099 block diagram. I reproduced this image from [4].

satisfy the mixer.

The op amp that I am using for my detector is the AD8099. The block diagram

for the AD8099 is shown in Fig. 2.7. The three main advantages to this op amp are

a high gain-bandwidth product, very low noise, and the special feedback pin (pin 1).

This pin makes it possible to lower stray inductance in the circuit. The two main

disadvantages to this chip are that it adds a large DC bias and that it can only drive

a very small capacitive load.

2.4 Mixer

The final stage of the detector is a mixer that multiplies the output signal from the

last AD8099 with the signal from the local oscillator used to modulate the laser.

As previously discussed, the amplitude and sign of the DC part of this signal will

determine both the magnitude and direction of any adjustments that need to be

made to the laser. This signal is sent through a low-pass filter to a PID controller

that adjusts the laser.

The mixer I use in my circuit is the SYPD-1 from Mini-Circuits. According to

the data sheet, the SYPD-1 produces the largest output when both input signals are

at 7 dBm. The input pins for the signals are inductors to ground that act as 50 Ω
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resistors when receiving a signal between 1 and 100 MHz. Because the input pins

are inductors, signals that are at or close to DC experience a short to ground. This

is a problem because if there is a DC portion to the signal going to the mixer, the

short will draw large amounts of current from the op amp (potentially killing both

the mixer and the op amp).
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Chapter 3

Non-idealities in op amps

The purpose of this chapter is to discuss op amps at a deeper level than what is

usually discussed in a basic electronics course. I also discuss the characteristics of the

specific amplifiers that I use in my homodyne detector. To ensure that the reader is

familiar with basic op amp concepts and terminology, I first revisit the basic principles

of op amps. Then, I discuss some of the non-idealities in op amps, particularly the

ones that made the design of this circuit difficult.

3.1 Back to the Basics

An op amp has two input pins (one inverting and one non-inverting) and one output

pin. Both input pins ideally have infinite resistance (therefore drawing no current)

and no capacitance. The op amp’s job is to make the signal at the two input pins

identical by outputting a voltage which is connected to the inverting input pin through

a feedback loop. To further illustrate this point, I will discuss two common op amp

setups, a non-inverting and an inverting amplifier.

A schematic of a non-inverting op amp is shown in Fig. 3.1. In this figure, V1 is

31
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Rg Rf

V3

V2

V1

Figure 3.1 An op amp in a non-inverting setup.

the incoming voltage on the non-inverting input pin, V2 is the voltage on the inverting

input pin, and V3 is the output voltage. In this instance, the purpose of the feedback

loop is to divide down (reduce) V3 (through a standard voltage divider) so that V1

and V2 are equivalent.

Let’s figure out how much an amplifier like this amplifies a signal. The goal is to

find some equation relating V3 to V1 in this form:

V3 = GV1 ,

where G is the gain of the op amp. Because the op amp makes the input pins equal,

let’s start by equating V2 and V1 :

V1 = V2 .

Next, let’s find V2 in terms of V3 :

V2 =
Rg

Rg + Rf

V3 .

Because V1 = V2, we can substitute V1 for V2 in the previous equation and rearrange

terms to find that:

V3 =
Rg + Rf

Rg

V1 .
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V3

Rf

V1

V2

R1

Vin

Figure 3.2 An op amp in an inverting setup.

Therefore, the gain G for a non-inverting op amp is: G =
Rg+Rf

Rg
. This setup earns

its name because the output signal has the same sign as the input signal.

One common application of a non-inverting op amp is called a follower (also known

as a buffer). In a follower, the gain is set to one by simply hooking the output pin

straight into the inverting input pin. A follower has the advantage that everything

after the op amp is isolated from everything before the op amp while the input and

output signals are identical.

The next setup I will investigate is an inverting op amp (shown in Fig. 3.2). I

have labeled the pins in this figure the same as for the non-inverting setup: V1 is the

non-inverting input, V2 is the inverting input, and V3 is the output. In this setup,

neither one of the input pins is the voltage being amplified, so I labeled the voltage

being amplified in this figure as Vin . To determine how much this circuit amplifies

Vin, we want to relate V3 to Vin by some factor G. To begin, because V1 is grounded,

V2 will be a virtual ground. V2 is also a superposition of V3 and Vin according to the

following equation:

Vin =
V3R1

R1 +Rf

+
VinRf

Rf +R1

= 0.

Rearranging terms and solving for V3, we find that:

V3 = −Rf

R1

Vin .
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So, for the inverting op amp, the gain is G = −Rf

R1
. This setup earns its name because

the output and input signals have opposite signs.

This concludes the basic review of op amps. Unfortunately, an op amp’s per-

formance is not solely based on just picking the right resistors and deciding on an

inverted or non-inverted signal. There are many other things that affect its per-

formance, particularly when amplifying an AC signal. The rest of this chapter is

devoted to discussing various properties of op amps that may cause them to operate

non-ideally. While this chapter is a good guide, the data sheet should always be the

first source of information for any op amp. Reading the entire data sheet may be

long and tedious but often saves immense amounts of time later in a project.

3.2 Gain Bandwidth Product

3.2.1 What to be Aware of

When amplifying AC signals, it is important to consider the speed of the amplifier

(whether it will be able to react as quickly as the signal oscillates). The speed of

an amplifier is commonly characterized by its gain bandwidth product (GBWP). An

op amp’s GBWP tells the bandwidth over which an amplifier will behave linearly

when amplifying by some gain. For example, if an op amp has a GBWP of 4 GHz,

it should be able to amplify a signal by a gain of 10 for speeds up to 400 MHz. It

could also amplify by a gain of five for speeds up to 800 MHz, etc. When the product

of the gain and bandwidth exceed the GBWP, the output from the op amp dies off

exponentially as the frequency increases. This can be seen in Fig. 3.4 (shown later in

the section) which shows the frequency response of the op amp used in my detector.

In that figure, the gain increases some amount before dying off. This phenomenon is

known as gain peaking and is fairly common in op amps.
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When considering the GBWPs of an op amp, it is important to note several things.

First, the GBWP is only an estimate and doesn’t always accurately predict how the

op amp will perform. Second, many op amps are only stable over a specific range of

gains (information found in the data sheet). For instance, the OPA-657 (produced by

Texas Instruments) is only stable for gains larger than seven. The OPA-656, on the

other hand, is only stable between unity gain and a gain of about five. Finally, the

GBWP is specified for small signal gains (i.e., when Vout is less than about .2 V). For

larger signal outputs, the bandwidth will be smaller than for small signal outputs.

This is sometimes due to the slew rate of the op amp, a property discussed in the

next section.

3.2.2 Specific to my circuit

There are two different areas in my circuit where I need to worry about the bandwidth

of the amplifiers: the transimpedance amplifier and the gain stages. In general, the

GBWP cannot be directly applied to a transimpedance amplifier because it performs

a different function from most op amp applications (the transimpedance amplifier

converts a current into a voltage while a standard inverting or non-inverting op amp

simply amplifies a voltage). Although the GBWP has a different meaning for tran-

simpedance amplifiers, I didn’t have to worry about how it would affect my circuit

because the AD8015 is hard-wired with a particular transimpedance gain. According

to its data sheet, the AD8015 has a 3 dB bandwidth of 100 MHz. Fig. 3.3 shows the

frequency response of the AD8015.

The AD8099 has the remarkably high GBWP of 3.8 GHz. Unfortunately, when

outputting larger signals, the bandwidth deteriorates. Fig. 3.4 shows the frequency

response of the AD8099 in both small and large signal situations. Clearly, the large

signal response is not as fast as the small signal response. It is also important to
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Figure 3.3 The frequency response of the AD8015. I reproduced this image
from [5].

note that the AD8099 is stable for gains between 2 and 20 for both the inverting and

non-inverting arrangements.

3.3 Slew Rate

The slew rate of an op amp defines the maximum rate of change for the output voltage

signal. A common unit for slew rate is volts per microseconds. If the output of an op

amp is a sine wave whose equation is:

V = V0 sin(ωt)

it’s maximum rate of change will be:

max |dV
dt
| = max |V0ωcos(ωt)| = V0ω.

As long as V0ω≤SR (where SR is the slew rate), the op amp will be able to respond

fast enough to amplify the signal without any problems. On the other hand, if
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(b) AD8099 large signal frequency response when

outputting 2 V peak-to-peak.

Figure 3.4 Frequency response of the AD8099 when amplifying by a gain
of 10. I reproduced these images from [4].

V0ω>SR, the op amp will not be fast enough and the output signal will be distorted.

In the previous section on GBWP, I mentioned that there was a difference in

bandwidth for small and large signals. In some situations, the slew rate of the op

amp is primarily responsible for this difference.

In my circuit, the AD8099 has a slew rate of 1350 V
µs

when amplifying by a gain of

ten. The fastest signals I would ever amplify would be somewhere around 100 MHz

and the largest signal I would ever be driving at that frequency would be around

1.4 V peak-to-peak (about 7 dBm, the ideal input for the mixer). In this instance,

V0ω = 70 V
µs

, which is much smaller than the slew rate of the AD8099. Therefore, the

slew rate should not cause any problems in the operation of my detector, even when

outputting 7 dBm.
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3.4 Load Considerations

An op amp’s response is also determined by the load it is driving. Resistive loads

that are too small draw more current than the op amp can supply, causing the op

amp to be unstable. In my circuit, the data sheet for the AD8015 states that it can

drive resistive loads as small as 50 Ω. In practice, I found that it can drive 50 Ω

but the output signal is significantly more stable if the load is 100 Ω instead. Since

driving this larger load does not negatively affect my detector’s performance in any

way, I chose to use a 100 Ω load on the output of the AD8015. The data sheet

for the AD8099 never specifically gives a minimum output impedance, but it does

show several diagrams where the load resistance is 1000 Ω. In my detector, the load

resistance for the first AD8099 is simply the input impedance of the next AD8099

combined in parallel with the resistance used to create the high-pass filter between the

two chips. The second AD8099 simply drives the 50 Ω input impedance of the mixer

plus a 10 Ω resistor that I put between this chip and the mixer (the 10 Ω resistor is

so that any DC portion of the signal going to the mixer is not shorted to ground).

Driving this small of a load does not appear to negatively affect the performance of

this op amp.

While driving resistances that are too small makes an op amp unstable, capacitive

loads generally cause an op amp problems when they are too large. Driving a large

capacitive load will usually not kill an op amp but it will destroy the performance

of most high-speed op amps (often causing the circuit to oscillate). The data sheet

for the AD8015 does not mention a specific maximum capacitive load that it can

drive. In my detector, I have the AD8015 driving a 100 Ω resistor followed by a

330 pf capacitor. I tested to see if this capacitive load affected the output of the

detector and found that the response curves of the AD8015 both with and without
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the capacitor are essentially identical. From this I concluded that this capacitive load

does not negatively affect the operation of the AD8015. The graphs for the AD8099

in its data sheet suggest that it has trouble driving anything over 5 pf, although the

data sheet never gives a specific value for a maximum capacitive load. In practice, I

found that it does behave poorly with a load much larger than that, so I chose to use

a 3.9 pf capacitor in the filter after the first AD8099. For reasons discussed in a later

section, I do not have a capacitor after the second AD8099.

Because the AD8099 can only drive very small capacitive loads, it is very difficult

to probe. In doing tests of this circuit, I found that even though my scope probe has

a capacitance of only 12 pf, this extra capacitance caused the AD8099 to oscillate in

unpredictable ways. The inability to probe anything after the first AD8099 makes

this a very difficult circuit to debug.

3.5 Input Impedance and Capacitance

In the review of basic op amps at the beginning of the chapter, I stated that an ideal

op amp has infinite input resistance and no input capacitance. Unfortunately, in real

life, op amps don’t meet this condition. Every op amp has some finite resistance

and some non-zero capacitance that must be considered when evaluating a circuit,

especially when amplifying high frequency signals. When listing input resistances

(and possibly other characteristics of the op amp), a data sheet will often refer to

common mode and differential mode. Common mode refers to when the two signals

on the input pins are the same and differential mode refers to when these signals

are different. In this analysis, I assume that the signals on the input pins are close

enough that any effect from differential mode impedances is negligible.

To include the input resistance and capacitance in an analysis of a circuit, one can
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Figure 3.5 The resistor and capacitor inside the dotted lines represent the
internal resistance and capacitance of the AD8099.

model the common mode input values as some impedance to ground directly before

an ideal op amp. To better illustrate this point, let’s examine the part of the circuit

between the two AD8099s. Fig. 3.5 shows how to include the internal resistance and

capacitance in the analysis of the circuit. On the actual board, we have placed a 3.9

pf capacitor in series with the output followed by a 100 KΩ resistor to ground. The

AD8099 has a common mode input resistance of 10 MΩ and input capacitance of 2

pf. We treat the impedance of the 100 KΩ resistor and our two input impedances

as one impedance (the parallel combination of all three) to ground. Then, we simply

treat the circuit as a voltage divider (with imaginary impedances) between two ideal

op amps. Fig. 3.6 shows the frequency response of this voltage divider with and

without considering the input impedance and capacitance. Clearly, including these

values makes a difference.

3.6 Voltage Swing

The voltage swing of an op amp tells what maximum and minimum voltage the op

amp will be able to output (or, in the case of the AD8015, it tells the maximum



3.6 Voltage Swing 41

Frequency
103

In
pu

t V
ol

ta
ge

1

0
104 105 106 107 108

0.2

0.4

0.6

0.8

1

With input impedances
Without input impedances

Figure 3.6 This graph shows the importance of including input resistance
and capacitance in the complex analysis of a circuit. The blue line represents
the predicted normalized output of the amplifier when ignoring input resis-
tance and capacitance while the green line represents the predicted output
when including these impedances. In this instance, the input capacitance of
the op amp is the primary cause of the decreased output.
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Figure 3.7 In this figure, the voltage swing would be about 1.64 V peak-
to-peak.

peak-to-peak voltage it can output). Because the op amp physically cannot output

voltages outside of its voltage swing, it will instead cut off the top and bottom of the

signal to keep it within the voltage range. Fig. 3.7 depicts a signal that has exceeded

the voltage swing of the op amp that is outputting the signal.

For my circuit, the AD8015 has a voltage swing that is dependent on the resistive

load it is driving. For an infinite load, it has a voltage swing of 1 V peak-to-peak.

For a load of only 50 Ω, it’s voltage swing is 0.6 V. Because my AD8015 is driving

100 Ω, I expect my voltage swing to be around 0.6 V. Just to be safe though, I kept

the output signal much less than 0.6 V. The AD8099 has a voltage swing of roughly

-3.5 V to 3.5 V, with slight changes depending on the output resistive load.

3.7 DC Bias

There are many sources of DC bias in my circuit. First, the signal from the photodiode

has some bias because the laser signal is the sum of a constant light level plus an

oscillating light level. Next, the AD8015 intentionally adds a bias to its output signal
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(which is needed in some of its applications). Further biases occur because the inputs

of the op amps are not ideal infinite impedances and therefore draw a small bias

current. Finally, the AD8099’s have intrinsic voltage offsets.

In my circuit, the AC part of the signal carries all of the information necessary

to produce the error signal. Not only does the DC portion of the signal carry no

pertinent information, it actually harms the performance of my circuit for two main

reasons. First, the DC bias may saturate the output of my op amps. For example, the

AD8015 adds a 1.3 V bias. Both AD8099’s in my circuit amplify by a gain of eleven

and can only output voltages between -3.5 V and 3.5 V. Therefore, trying to amplify

the bias alone from the AD8015 saturates the first AD8099. The second reason that

these biases present a problem is that the input of the mixer acts as a short to ground

when it receives a DC signal because the input pin is just an inductor to ground (the

inductor acts as a 50 Ω resistor for an AC signal above 1 MHz). This short to ground

draws large amounts of current out of the op amp, potentially killing both the op

amp and the mixer.

Since I only use the AC part of the signal and the DC portion actually harms the

circuit, I remove biases throughout the circuit using high-pass filters. A high-pass

filter can be made with a resistor and capacitor as shown in Fig. 3.8. To analyze the

frequency response of the filter, we treat this circuit as a voltage divider with the

capacitor having complex impedance of Z1 = 1
iωC

. Treating it this way, we find that:

Vout =
R

Z1 + R
Vin =

R

R + 1
iωC

Vin .

Fig. 3.9 shows a standard frequency response curve for Vout. This circuit is called

a high-pass filter because the high frequency signals pass through unaffected while

low frequency signals do not survive. This filter has a 3 dB point (the point when

the power output has been filtered to half of it’s maximum output) of 1
2πRC

.
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Figure 3.8 This is one way to make a high-pass filter.
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Figure 3.9 The normalized frequency response of a high-pass filter with a
3 dB point at 1 MHz.
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To remove the bias after the AD8015, I used a high-pass filter with a 330 pf

capacitor and a 12000 Ω resistor. This gives a 3 dB point around 40 KHz. This point

is high enough that any DC signal is definitely filtered out and low enough that it

won’t filter out any of our modulated signal (we generally modulate above 5 or 10

MHz).

The DC bias for the AD8099 is dependent both on the intrinsic input voltage

offset and the input bias current. The AD8099’s input voltage offset is typically 0.1

mV. Because both of the AD8099’s have gains of eleven, each op amp will add an

offset of 1.1 mV to the output signal. The input bias current adds a DC offset to the

signal on top of the 1.1 mV. The size of this offset is dependent on the state of pin

8 (referred to as the disable pin in the data sheet). If the disable pin is floating, the

input bias current will be sixty times larger than if the disable pin is connected to

the positive power pin. Consequently, in my circuit, I have chosen to connect these

two pins. The only negative repercussion to doing so is that this introduces slightly

more noise. With this smaller current, the offset voltage produced as a result of the

input bias current will be on the order of a mV as well (this voltage value depends in

part on the components that come before the chip).

Even though each individual AD8099 does not add that large of an offset, it

is important to remember that the offset on the output of the first AD8099 will

be multiplied by the gain of the second. Consequently, we put a high-pass filter

in between them. Because the mixer wants only an AC signal, it would also be

advantageous to be able to place a high-pass filter after the second AD8099. I was

not able to do this, however, because the AD8099 cannot drive much capacitance and

the input resistance of the mixer is only 50 Ω. Even if we put a 10 pf capacitor in our

filter (which seems to be the largest capacitor the AD8099 could possibly handle),

the 3 dB point of this high-pass filter would be well above 100 MHz (meaning that
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nothing below 100 MHz would get through the filter).

Not being able to filter the signal between the last AD8099 and the mixer intro-

duced some problems for this circuit. Because the DC bias that the AD8099 adds is

present any time the op amp is powered up, the AD8099 will always be trying to drive

some DC signal into the mixer. This is a problem because the input of the mixer acts

as a short to ground when it receives a DC signal (the input pin is just an inductor

to ground). The data sheet for the AD8099 says that it will output somewhere near

140 mA when shorted to ground. However, the maximum current input for the mixer

is 20 mA. So, it is necessary to put some resistor after the last AD8099 to limit the

current it outputs to the mixer. The value of this resistor should be large enough to

ensure the safety of the mixer but small enough so that it won’t make too large of

a voltage divider when handling an AC signal. Based on the DC input bias current

on the AD8099 and the resistance to ground directly before the op amp, I calculated

that the maximum DC offset after the last op amp may be as high 130 mV (though

it will likely be much smaller than this). A 10 Ω resistor should then be large enough

to protect the mixer. This value seems ideal because it is also fairly small compared

to the 50 Ω input of the mixer when receiving an AC signal (so the RF signal will

not be divided down by very much).

3.8 Parasitics

When discussing parasitics in this thesis, I specifically mean stray capacitance and

stray inductance introduced by the layout of the board. Remembering that a capacitor

is simply two metal sheets in some parallel orientation to each other and that an

inductor is simply a loop (or series of loops) of wire, it is not surprising that a circuit

with many elements like mine ends up with parasitics. Because my circuit is dealing



3.8 Parasitics 47

with signals at such high speeds, it is important to design the board in such a way

that reduces parasitics as much as possible.

One of the biggest things that I did from the beginning that helped me in this

aspect was to use surface mount components. Because surface mount components

are smaller, more compact, and sit closer to the board, they are far superior to other

packaging types for removing parasitics. Although surface mount components help,

there are still other necessary things to consider when looking to reduce parasitics.

To model stray capacitance, I wrote a Matlab script that determines the stray

capacitance of a wire some distance away from a ground plane. This script mainly

helped develop intuition for how the orientation of two metal planes affects the stray

capacitance of the setup. Furthermore, it provided an estimate as to the order of

magnitude for typical stray capacitance. Details about this script are included in

Appendix C. After running the simulation many times, I found that the two factors

that affect stray capacitance the most are the proximity of the trace (the line that

the signal travels along) to the ground plane and the length of the trace. The closer

together the planes are and the longer the trace, the larger the stray capacitance (this

was the result that I was expecting since the equation for the capacitance of a parallel

plate capacitor is C = Aε
d

where A is the shared area and d is the separation between

the plates). So, to stop stray capacitance from affecting my circuit, I cleared the

ground planes on both the top and bottom of the board that were in close proximity

at all to any line carrying a high frequency signal.

The inductance of a loop of wire is L = NΦ
I

where L is inductance, N is number

of turns, Φ is magnetic flux through the loop, and I is current in the loop. To

reduce stray inductance I decided to first remove any unnecessary loops from the line

carrying my signal. In one of the earlier versions of my circuit, I used a different op

amp whose data sheet suggested placing the feedback loops for the op amps on the
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back of the board. Because of the suggestion, I designed my board with the loop on

the back, having the signal pass through two vias (small holes in the board used to

transport the signal from the top of the board to the bottom) to complete the loop.

Upon testing, I found that this version of the board was extremely slow. I concluded

that the vias were likely adding inductance which slowed the entire circuit. In later

versions of the board, I removed these vias. I also switched from using a high speed

op amp for my transimpedance amplifier to using the AD8015 because it required

no wire loops around the exterior of the chip. After making these changes, the line

carrying the high frequency signal does not pass through any unnecessary loops.

Unfortunately, it is impossible to remove all the wire loops from my circuit (both

op amps in the gain stage need feedback loops). Although loops are necessary, re-

ducing the area of the loop will decrease inductance (because the magnetic flux is

dependent on this area). The design of the AD8099 helps in this aspect. It is de-

signed with the ouput pin connected to a special feedback pin that is on the same

side of the chip as the input pins (see Fig. 2.7). This feedback pin allows us to make

a feedback loop with an extremely small area. Consequently, the only two loops the

high frequency signal does pass through have very little inductance.

3.9 Noise Considerations

In this section, I examine the noise that various electronic elements add to a circuit.

All of the data, including figures and terms, that I use for the analysis of the noise in

op amps comes from reference [3]. This section follows that reference closely, although

I do skip some of the finer details and jump straight to the conclusions. During this

analysis, I use the letter N with various subscripts to denote noise power.

The first type of noise that I will discuss is noise inherent in resistors called
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Figure 3.10 The noise sources for a non-inverting op amp. For the AD8099,
the current noise on both inputs is the same. I reproduced this image from
reference [3].

Johnson-Nyquist noise (or just Johnson noise, also sometimes called thermal noise).

Johnson noise exists because of the quantum nature of electrons. The Johnson noise

for a resistor with resistance R at temperature T is N = 4kbTR (where kb is Boltz-

mann’s constant). For instance, a 1 MΩ resistor at room temperature will have noise

of 1.55 x 10−14 V 2

Hz
.

The second type of noise that I will discuss is noise introduced from op amps.

There are two dominant types of noise that op amps generate: input voltage noise

and input current noise. The resistors in the feedback loop also add Johnson noise.

Fig. 3.10 shows the sources of noise for a non-inverting op amp. In this analysis, e

with various subscripts denotes voltage noise and i with various subscripts denotes

current noise. NI is the noise present due to all of the components prior to the op

amp. NI has two contributions: the noise on the incoming signal (denoted by es)

and the Johnson noise of the resistor Rs. NA is all of the noise that the amplifying
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circuit introduces (this noise is amplified by the gain of the op amp). Three of the

noise sources in the figure (eT , eG and eF ) are a result of Johnson noise. The other

noise sources, eni, ini, and iii are the input voltage noise, input current noise on the

non-inverting pin, and input current noise on the inverting pin. Because the data

sheet for the AD8099 does not specify a separate input current noise value for the

two different input pins, I will assume that both these pins have the input current

noise listed in the data sheet. NO is the total noise on the output signal. When our

op amp has a voltage gain of G, N0 = (NI +NA)G2.

With respect to all of the values in this circuit:

NA = c1e
2
ni + c2i

2
ni + c3i

2
ii + c4e

2
T + c5e

2
G + c6e

2
F

where the c coefficient in each of these terms is defined below.

The input voltage noise (eni) adds in quadrature directly to NA, so c1 = 1. At the

non-inverting pin, ini translates to a voltage through the parallel combination of RS

and RT such that:

c2 = (
RSRT

RS +RT

)2.

At the inverting input, iii translates to a voltage through the parallel combination of

RF and RG such that:

c3 = (
RFRG

RF +RG

)2.

The noise sources eT and eG result from resistors RT and RG. The magnitude of the

noise from these resistors is divided down by resistors in the circuit. Therefore, the

contributions to NA due to the Johnson noise of RT and RG are:

c4e
2
T = 4kbTRT (

RS

RS +RT

)2

and:

c5e
2
G = 4kbTRG(

RF

RF +RG

)2.
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Unlike any of the other noise sources for this circuit, ef (the Johnson noise from RF )

adds noise to the output signal. Since all the other noise terms add noise to the

input, I will write the noise on RF as if it appeared on the input signal as well. I do

this by reducing the voltage noise from this resistor by a factor of G (in this setup,

G = RG

RF +RG
). The contribution to NA due to the Johnson noise of RF is therefore:

c6e
2
F = 4kbTRF (

RG

RF +RG

)2.

Because my circuit does not have any inverting op amps, I will not include a noise

analysis of an inverting op amp. However, reference [3] contains this information for

those who may be interested.

We also need to do a noise analysis of the transimpedance amplifier. The two

main sources of noise here are the input voltage noise and input current noise, etrans

and itrans respectively. The Johnson noise of the feedback resistor will also contribute

to the noise of the circuit, but this contribution is small compared to the other

input voltage and current noise so I am omitting it from this analysis. Referring to

the resistor in the feedback loop as Rtrans, the noise produced by a transimpedance

amplifier is:

NA = e2
trans + (Rtransitrans)

2.

In the results section, I present both the theoretical and measured noise for my circuit.

3.10 Harmonic Distortion

When amplifying a signal that oscillates at frequency ν, an op amp may introduce

oscillations that are harmonics of the original signal. These added oscillations are

known as harmonic distortion. For most op amps, only the second and third harmonic

distortions are specified because these two are typically much larger than distortions
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from higher order harmonics. In some instances, only even or only odd harmonics are

introduced (which is one reason both the second and third harmonic distortions are

defined). In my circuit, the second and third harmonic distortion are small enough

that they never cause any significant problems.
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Results

For my detector, I had two main goals: low noise and high bandwidth. In this chapter,

I will discuss how my detector performs in both of these areas.

4.1 Noise

Specifically, I wanted my detector to be shot noise limited for a milliwatt laser. To

calculate this noise limit, let’s start by setting up an equation for the variation in

energy, ∆E, as light passes by a point over an interval of time ∆t. ∆E is related

to the energy of each photon, h̄ω, and the number of photons, N, by the following

relationship:

∆E =
√
Nh̄ω.

If the light has power P, we can write N as the total energy to arrive during the time

interval divided by the energy of each photon:

N =
P∆t

h̄ω
.

Plugging in this value of N into the equation for ∆E we get that:

∆E =

√
P∆t

h̄ω
h̄ω =

√
P∆th̄ω.

53
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Figure 4.1 The noise spectrum of the homodyne detector measured after
the mixer.

If the light has wavelength of 600 nm, then ∆E over 1 second will be 1.816 x 10−11

Watts
Hz

. This relates to a voltage noise of 4.326 x 10−6 V√
Hz

. So, if the noise of my

detector is less than this limit, my detector is shot noise limited for a milliwatt laser.

Using the noise analysis presented in the previous chapter, I calculated that the

theoretical total noise on the signal going into the mixer is 3.6 x 10−6 V√
Hz

. The noise

from the transimpedance amplifier dominates over all of the other noise introduced

from the other elements in the circuit because this noise is amplified by both op amps.

As long as the mixer in my detector does not add significant noise, my detector should

be about shot noise limited for a milliwatt laser.

In practice, the noise spectrum measured after the mixer looks like Fig. 4.1. In this

figure, there are two lines. The green one represents the noise floor of the oscilloscope

used to take this data. The solid line is the noise spectrum when there is light on the

photodiode that is modulated at about 50 MHz (likely explaining the small peak in

the spectrum right around 50 MHz). This data shows that the noise for my circuit
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at frequencies above 1 KHz is actually lower than the predicted 3.6 x 10−6 V√
Hz

. This

means that the error signal from my detector will be very quiet, providing a very

stable lock.

4.2 Bandwidth

In chapter three, I examined the bandwidth for each of the amplifiers in my circuit.

The AD8015 has a 3 dB bandwidth of 100 MHz. In both the small and large signal

regime, the AD8099 has a 3 db bandwidth above 100 MHz when amplifying by a gain

of 11 (although the small signal response is much faster). The complex analysis of

the circuit (presented in Appendix D) shows that the various resistors and capacitors

in the circuit should not cause any significant additional frequency roll off even out to

100 MHz. Therefore, the only thing that will cause frequency roll-off in my detector

is the bandwidth limitations of the amplifiers. Because these limitations do not

affect signals at low frequencies, the detector is working properly if the output at low

frequencies is consistent with the complex analysis of the circuit and if the output at

high frequencies has not rolled off by much more than 3 dB.

Unfortunately, I was unable to make any conclusive findings about the bandwidth

of my detector. Fig. 4.2 shows the normalized detector output as a function of fre-

quency (normalized to the maximum output). There are two things that I have yet

to resolve. First, the detector output at all frequencies is about three times smaller

than theoretically calculated. This was true for all different light intensities. Second,

I have been unable to determine whether the unusually large output at about 7 MHz

is a result of a resonance in the circuit. If it is a resonance, the output rolls off to 3

dB around 50 MHz and has decreased by about 9 dB around 100 MHz. If it is not a

resonance, the circuit rolls off much faster than expected (dropping off about 12 dB
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Figure 4.2 The frequency response of the homodyne detector.

by 100 MHz) for some unknown reason.

The first of these two problems may have a fairly simple explanation. The section

of the circuit between the two AD8099’s is particularly sensitive to stray capacitance.

My complex analysis predicts that the larger the stray capacitance on the second

op amp’s input pin, the smaller the signal will be. Even as little as 10 pf of stray

capacitance (which, according to the Matlab script on stray capacitance I wrote, is

a very reasonable number) on the second AD8099’s input pin will cause the signal

at all frequencies to be reduced by a factor of three. Unfortunately though, if this is

the cause of the reduction, there is not an easy solution. I have already designed the

board as well as I know how to reduce stray capacitance. It is possible then that this

overall reduction in the size of the error signal will not be fixable.

While this does not ruin the circuit, it does make it less sensitive to frequency

drifts. Recalling from Chapter 1, the size of the error signal is directly proportional

to how far the frequency has drifted. Therefore, if the error signal is much smaller
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than expected, the detector will not be sensitive to small frequency drifts. It will still

be possible to lock the laser, the lock just won’t be as stable as it would be if the

error signal was not reduced in this way.

While the first of my problems in analyzing the detector’s bandwidth may have a

fairly simple explanation, the second of these problems, not being able to accurately

characterize the bandwidth because of the possible resonance, cannot be easily ex-

plained. Until some explanation and solution is found to resolving this issue, it would

be unwise to use this detector when modulating the laser much higher than 40 or

50 MHz. It is possible to lock when modulating at higher frequencies but the lock

becomes increasingly insensitive to small drifts as the modulation frequency increases.

4.3 Conclusions

My goal was to create a homodyne detector to be used in an ultra stable laser lock. I

planned to make a detector with lower noise and a larger bandwidth than a commer-

cially available alternative. The detector that I created was particularly quiet. At

frequencies above 1 KHz, the noise on my detector’s output is less than 3 x 10−6 V√
Hz

.

Because my circuit is this quiet, the error signal it produces will also be very quiet

(which is key in creating and maintaining an ultra stable laser lock). I was unable

to make any conclusive findings about the bandwidth of my detector. This detector

should not be used in a laser lock until the problems related to characterizing the

bandwidth of the detector are resolved.
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Appendix A

Beer’s Law

To derive Beer’s Law, let’s first imagine a thin slab of atoms of thickness dx and

number density n0 . To begin, we can assume that all of the atoms in our slab are in

the ground state and that our laser is exactly at the frequency necessary to drive this

transition (we will later correct our model for when there is some superposition of

ground state and excited state atoms and when the laser is not exactly on resonance).

Let’s say that each atom has a certain area where, if the laser passes through, the

atom will absorb some intensity. It turns out that this area is proportional to the

wavelength of light squared in this way: σ0 = 3
2π
λ2

0. Because there are many atoms

and each will absorb some optical power if the light is incident on them, we write the

change of intensity after passing through our slab as:

dI = − I

A

∑
j

σ0 = − I

A
σ0 j

where A is the area of the slab and j is the number of atoms in the slab. Since we

have the number density of atom, n0 , and we have the both the area, A, and the

thickness of our slab, dx, we can rewrite j in the following way: j = n0Adx . Plugging
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this into our equation for dI, we get that:

dI = − I

A
σ0n0Adx = −Iσ0n0dx .

Solving this differential equation gives us:

I = I0e
−σ0n0 x

where I0 represents the original intensity of light before entering the cloud of atoms

and x is the distance that the light propagates through the atoms. This is Beer’s law.

Now we need to extend this equation to situations where our light may not be

exactly on resonance and where our atoms may be in a superposition of the ground

and excited states. In this instance, the only thing to change from our previous

model will be σ (because the number density of atoms and the distance the light has

propagated will remain the same). First, to compensate for the fact that the light

may not be on resonance, we add a Lorentzian to σ such that σ = σ0L. Here L is

dependent on the frequency of light, ν, the resonant frequency of the transition, ν0,

and the natural linewidth of the transition, Γ, as follows

L =
1

1 + 4 (ν−ν0 )2

Γ2

.

By adding this factor, we have now compensated for our light not being exactly on

resonance with the transition.

Next, we need to compensate for the fact that our atoms may be in the ground

or excited states. If the atom is in the ground state and it absorbs a photon, the

total light intensity drops. If it is in the excited state and it absorbs a photon, it

undergoes stimulated emission and the light intensity increases. We can represent this

mathematically by further changing σ in this way: σ = σ0L(P0 − P1 ), where P0 and

P1 represent the probability that the atom will be in the ground or the excited state,
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respectively. We can now plug in our modified σ into the equation we previously

derived for I, finding that:

I = I0e
σn0 x

where σ = σ0L(P0 − P1 ).
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Appendix B

Saturated Absorption

When locking to an atomic resonance line, we compensate for Doppler broadening

through a process called saturated absorption. The setup for saturated absorption

is diagrammed in Fig. B.1. Here, two beams counter-propagate through a vapor

cell. One of the beams is significantly more intense than the other beam. The more

intense beam is called the pump beam and the less intense beam is the probe beam.

As the pump beam goes through the cloud of atoms, the beam drives the atoms

into an equal superposition of the ground and excited state (because absorption and

stimulated emission are equally likely to occur). We then overlap the probe beam

on top of the pump beam and look at its intensity as it exits the cell. Because the

atoms that it propagates through aren’t all in the ground state as they were before,

the curve relating light frequency and output intensity now looks like the graphs in

Fig. B.2 (with a hole burned into the response curve at the desired lock position).

The width of this curve is much closer to the linewidth of the resonance we are trying

to drive.
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P.B.S.

Local Oscillator

Laser

To Experiment

PID

P.B.S.P.B.S. Vapor Cell

Photodiode
AOM

Amplification

Mixer
LPF

Figure B.1 A standard saturated absorption setup. In this figure, the pump
beam is the beam that travels through the vapor going left. The AOM that
the pump beam passes through determines where the hole in the resonance
curve appears. P.B.S. stands for polarizing beam splitter.
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(a) The pump beam used to generate this curve

is exactly at the atomic resonance.
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(b) The pump beam used to generate this

curve is red-detuned with respect to the atomic

resonance.
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(c) The pump beam used to generate this curve

is blue-detuned with respect to the atomic res-

onance.

Figure B.2 These graphs show the output intensity as a function of fre-
quency for the probe beam in a saturated absorption application. These
curves are calculated and not the result of an actual measurement. In the
last two curves, the ”hole” in the curve is different distances away from res-
onance simply to demonstrate that the lock point can be set anywhere and
is not limited to just one specific distance away from resonance.
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Appendix C

Computing Stray Capacitance

Because stray capacitance can cause problems when dealing with high frequencies,

I made a mathematical model to understand this phenomenon. The model that I

made is more to help understand what features contribute to stray capacitance than

to calculate an exact stray capacitance value for some setup. The main things that

I wanted to discover were how proximity of the trace to a ground plane as well as

the width of the trace affect stray capacitance and what order of magnitude stray

capacitance would have.

I accomplished this by first solving LaPlace’s equation in two dimensions for a trace

with some voltage that is some distance from a ground plane (with the ground plane

being on either side of the trace). I used the process of Successive Over Relaxation to

solve for the potential at all points outside of the ground plane and the trace. Once

I solved for the voltage everywhere, I used that voltage and LaPlace’s equation to

solve for the charge built up at all points around the trace. I then added up these

charges and divided by the voltage on the trace to find the total stray capacitance of

the setup.

The code solves for the capacitance on a trace that is three millimeters long under
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varying circumstances. Each time the code runs, the user defines the width of the

trace and the proximity of the trace to the ground plane by setting the left and right

hand limits for the trace and the the ground plane. Fig. C.1 shows how the stray

capacitance is affected by these two parameters. In Fig. C.1(a), the width of the trace

is a constant 3 mm and the distance between the trace and the ground varies. In

Fig. C.1(b), the distance between the ground plane and the trace is a constant 3 mm

and the width of the trace varies. While the values for stray capacitance on these

graphs may not be exact, they do show that stray capacitance can be on the order of

tens of picofarads.
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(a) In this figure, the width of the trace was held constant at 3 mm and the

distance between the trace and the ground plane was adjusted.
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(b) In this figure, the distance between the ground plane and the trace was

held constant at 3 mm and the width of the trace was adjusted.

Figure C.1 These graphs show the stray capacitance of a trace in close
proximity to a ground plane.
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Appendix D

Complex Analysis

Because my detector has many elements that interact in different ways with high

frequency signals, the bandwidth of my detector will not just be determined by the

bandwidth of each of my amplifiers. To discover how each of these elements contribute

to the bandwidth of the circuit, I performed a complex analysis on my circuit . This

complex analysis does not take into account the GBWP of the op amps. Instead, it

focuses primarily on how the elements other than the amplifiers affect the bandwidth

of the entire circuit. This section also provides the tools to be able to predict the

maximum detector output for a given amplitude of modulated light.

Fig. D.1 shows each of the elements that will contribute to the circuit bandwidth.

The elements inside the black dashed lines represent the common mode input capaci-

tance and resistance of the op amp or the mixer. I modeled the sections of the circuit

between the amplifiers and after the last amplifier as voltage dividers with complex

impedances. Doing so, I was able to model any bandwidth limitations that may be

caused by the elements in the circuit other than the op amps. The results, shown

Fig. D.2, are normalized to what the amplitude of the voltage before the mixer would

be if the signal from the transimpedance amplifier was simply multiplied by the gain
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V1

Z1

V2

V3

V4 V5

V6

Iin

Z2

Z3

Z4

R1

R2 C1

R3 R4 C2

R5 R6

C3

C4
R8R7

R10R9

R11

L1

Local Oscillator

Mixer 
Output

Figure D.1 A schematic showing all the elements that will affect the band-
width of my detector. Because I treat the elements surrounding the amplifiers
as voltage dividers, I grouped impedances together with the dotted colored
lines. For instance, Z1 is the combination of R2 and the imaginary impedance
of C1 in series while Z2 is the parallel combination of R3, R4, and the imagi-
nary impedance of C2. Using this notation, V2 = Z2

Z1+Z2
V1, V3 = R6+R5

R5
V2, etc.

In my analysis, I treat L1 (the inductor that provides the input impedance
of the mixer) as a 50 Ω resistor.
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Figure D.2 The theoretical frequency response of the the detector up to the
mixer (not including the response of the amplifiers). The y-axis is normal-
ized to what the detector would be if the voltage out of the transimpedance
amplifier was simply multiplied the gain of both op amps. In other words,
the y-axis is normalized so that 1 represents the voltage output of the tran-
simpedance amplifier multiplied by 121 (because each op amp has a gain of
11).

of both op amps (i.e., if the combinations of capacitors and resistors did not affect

the signal at all, the curve would reach 1 on the y-axis).

This figure highlights two main things about the detector’s frequency response.

First, it shows that the combinations of resistors and capacitors form a high-pass

filter. This is intended to remove any DC biases or noise at low frequencies. Second,

including these resistors and capacitors cuts the signal by almost 40 percent at high

frequencies. A more thorough investigation shows that the filter between the two

AD8099s (this filter was analyzed in section 3.5) is primarily responsible for this

cut-off.

Since the goal of this analysis is to predict the size of the error signal for a given

amount of modulated laser light incident on the photodiode, it is necessary to an-
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Figure D.3 To take this data, I held one of the mixer inputs constant at
7 dBm (the value suggested by the data-sheet). I varied the other input
(plotted on the x-axis) and recorded the mixer output’s DC offset (plotted
on the y-axis). The two data sets are taken when the inputs were oscillating
at 20 and 95 MHz.

alyze the mixer response to various-sized input signals. Modeling the mixer output

was somewhat complicated because the data sheet provides no information about

the mixer output when the inputs are anything other than 7 dBm. At first, I tried

modeling this output as a linear response: the mixer output decreasing proportion-

ately with the amplitude of the input signal (assuming that the one input stays at

a constant 7 dBm). Testing this model proved that it was incomplete, so I decided

to experimentally determine how the input amplitude affected the magnitude of the

output. Fig. D.3 shows the results. In this figure, the x-axis is the peak-to-peak am-

plitude of the input signal (7 dBm is about 1.41 V peat-to-peak) and the y-axis is the

maximum mixer output (when the two signals are either in phase or completely out

of phase). Because the data sheet suggests that the maximum output will vary with

the frequency of the two signals mixed together, I mapped out the output magnitude

vs. the input amplitude at two frequencies that were at either end my detector’s

frequency range (one data set was taken at about 20 MHz and the other at about 95
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MHz).

Testing the mixer proved very valuable for several reasons. First, I learned that

the mixer’s maximum output was significantly higher than the data sheet suggested

(around 1.14 V as opposed to .932 V). Second, I learned that the maximum mixer

output was roughly the same for different modulation frequencies (also contrary to

the data sheet). Finally, I learned that the detector saturates even when the input is

well below 7 dBm. This information about the mixer coupled with the information

about the frequency response of the resistors and capacitors throughout the circuit

allowed me to precisely calculate the theoretical detector output for a given amount

of modulated light incident on the photodiode.


	Title Page
	Copyright
	Department Approval
	Abstract
	Acknowledgments
	Table of Contents
	List of Figures
	1 Introduction
	1.1 Lock-In Detection
	1.2 Implementation
	1.2.1 Locking to a Cavity
	1.2.2 Locking to an Atomic Absorption Line
	1.2.3 My Contribution to the Lock


	2 Detector Layout
	2.1 Photodiode
	2.2 Transimpedance amplifier
	2.3 Gain Stage
	2.4 Mixer

	3 Non-idealities in op amps
	3.1 Back to the Basics
	3.2 Gain Bandwidth Product
	3.2.1 What to be Aware of
	3.2.2 Specific to my circuit

	3.3 Slew Rate
	3.4 Load Considerations
	3.5 Input Impedance and Capacitance
	3.6 Voltage Swing
	3.7 DC Bias
	3.8 Parasitics
	3.9 Noise Considerations
	3.10 Harmonic Distortion

	4 Results
	4.1 Noise
	4.2 Bandwidth
	4.3 Conclusions

	Bibliography
	A Beer's Law
	B Saturated Absorption
	C Computing Stray Capacitance
	D Complex Analysis

