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ABSTRACT

Electron Spin Echo and Coherence Times
in Silicon Carbide Defects

Kyle G. Miller
Department of Physics and Astronomy, BYU

Bachelor of Science

Electrons located in silicon vacancies of 4H silicon carbide (SiC) are potential spintronic de-
vices. In our experiments, electron spin states are polarized with 870 nm laser light, and we
manipulate the spins with resonant microwaves at 10.47 GHz and a magnetic field of 350 mT. Spin
polarizations are detected by the change in photoluminescence from the silicon vacancy defects,
and lifetimes are calculated via measurements of optically detected spin resonance and electron
spin echo. We have measured T2 lifetimes in 1014 cm−2 proton-irradiated SiC to be about 16 µs
between 6 and 295 K, fairly independent of temperature. A sample with decreased defect density,
proton-irradiated at 1013 cm−2, had a lifetime of about 64 µs. A 1017 cm−2 electron-irradiated
sample had a lifetime longer than we could measure. These results show that we can increase
lifetime by varying defect concentration and type.
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Chapter 1

Introduction

1.1 Overview and Motivation

In this thesis we explore the effects of temperature, defect concentration and defect type on elec-

tron spin lifetimes in silicon carbide (SiC). Lifetimes are measured to characterize SiC for use in

quantum computing as a possible spintronic device. Quantum computing involves manipulating

a quantum state instead of a classical bit for calculations [1]. While a classical bit represents ei-

ther a 0 or a 1, a quantum bit, or qubit, represents a superposition of states. By allowing these

quantum states to interact and interfere, complicated calculations can be performed with greater

efficiency. For example, the required time for a quantum computer using Shor’s algorithm [2] to

factor a large number N is only polynomial in logN compared to exponential in N for a classical

computer [3]. Since the development of this algorithm in 1994, much work has been done to create

a fully-functional quantum computer [4–8].

However, the quest for a quantum computer is difficult at best. These computers require thou-

sands of qubits, and the quantum states must remain coherent for a sufficiently long time to perform

the calculation [9]. One estimate is that each individual step in a calculation must be completed

1



2 Chapter 1 Introduction

in about one ten-thousandth of the coherence time [10]. Quantum decoherence can occur from

almost any interaction with the outside world, but there are also intrinsic properties that can cause

decoherence. These properties include nuclear spin interactions, lattice vibrations, and interacting

with quantum gates. Such effects cannot be avoided entirely, but their impact can be minimized.

A qubit system with a long coherence time will help minimize the problem of decoherence.

Many types of quantum systems exist that could be used to make a qubit, such as photons

[11], electrons [12], Bose-Einstein condensates [13], and quantum dots [14]. Each has its own

benefits and drawbacks. In this thesis we focus on electron spin states, which are discussed in

Section 1.2.2. Various materials are currently under investigation for such systems. These materials

include diamond [15], silicon carbide [16] and gallium arsenide [17], among others. One group

working with diamond used nitrogen-vacancy color centers to observe a coherence time of 0.6

s [18]. However, these nitrogen vacancies are difficult and expensive to produce. Coherence

times are typically on the order of 10-100 µs for SiC [16, 19]. However, D.J. Christle et al.

recently measured isolated electron spins in SiC to have coherence times on the order of one

millisecond [20]. Silicon carbide is advantageous because it is cheap, abundant, and manufacturing

techniques are fairly advanced. We investigate electron spin states found in silicon vacancy defects

of SiC and measure their lifetimes for use as qubit systems.

An overview of our experiment is described in Chapter 2. We use a laser to excite the electrons,

a static magnetic field in conjunction with resonant microwaves to equalize the spin state popula-

tion, a cryostat to cool the sample, and a photodiode detector combined with a lock-in amplifier to

measure the emitted photoluminescence from the sample.
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1.2 Background

1.2.1 Coherence time

Electrons have an intrinsic property called spin. When discussing spin coherence times, there are

three parameters of interest: T1, T2, and T ∗2 . The first, T1, describes the amount of time for elec-

tron spins to relax to their equilibrium state. In our case, this corresponds to the time it takes the

spin states to align with the magnetic field after resonant microwaves equalize the spin population.

The second, T2, determines the rate at which spins dephase from each other in the direction per-

pendicular to the static magnetic field due to spin-spin interactions [21]. For example, a resonant

microwave pulse can be used to rotate the spins to 90◦ from the static magnetic field. Immediately

after the pulse, the spins will not only begin to relax and align with the static field again, but the

spin states perpendicular to the field will precess. These two processes are completely separate

from each other. Due to the crystal structure of the material, the perpendicular precession rate will

be different for each electron. These different rates will cause dephasing to occur, and eventually

there will be no net spin in that direction. Once again, this is due to properties inherent in the

material alone.

Finally, T ∗2 also characterizes the time at which dephasing occurs in the direction perpendicular

to the static field, but it takes into account inhomogeneities in the material as well. Therefore T ∗2

is not as useful as T2 because it is not a true limit of the coherence time. Inhomogeneities can be

overcome using techniques like spin echo, which we employ. We wish to calculate the true limit to

the coherence, T2, and throughout the rest of this paper T2 will be referred to as the spin lifetime.

1.2.2 Spin resonance

The orientation of electron spins can be probed along one direction to determine if the electrons

are spin up or spin down. Orientation is normally random, but the energies of the spin states split



4 Chapter 1 Introduction
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Figure 1.1 Spin 3
2 system of electrons in silicon carbide. Energies vary linearly with the

magnetic field. The red arrows are radiative transitions between spin states that can be
bridged with resonant microwaves.

apart in the presence of an external magnetic field. An electron with spin parallel to the external

field has lower energy than an electron with antiparallel spin. In addition, the difference between

this energy gap increases with the applied field. The equation governing the energy difference in a

spin 1
2 system is

∆E = geµBB0, (1.1)

where ge is the electron spin g-factor for free electrons (ge ≈ 2, characterizes electron magnetic

moment), µB is the Bohr magneton, and B0 is the external magnetic field.

Electrons localized at the silicon vacancy defect in SiC make up a spin 3
2 system [22], and as

shown in Fig. 1.1 have four spin states. The energies of these states vary linearly with an external

magnetic field. For a typical magnetic field in the laboratory (usually less than 1 tesla), the energy

difference between these two states corresponds to a photon in the microwave frequency range.

The microwave radiation with the exact same energy that splits the spin states is resonant with the

spins. By applying waves of this frequency to the electrons, the spin states can be forced to change
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Figure 1.2 Typical spin resonance curve. The two peaks shown for each magnetic field
correspond to the two red arrows showing transitions in Fig. 1.1. The resonance frequency
for each peak varies linearly with magnetic field. The y axis is the optically detected
magnetic resonance (ODMR) signal.

their state from spin up to spin down, or vice versa. Low energy electrons will absorb a photon

to get to the high-energy state, and high-energy electrons will be stimulated to emit a photon and

drop to the low energy state.

Not only microwaves with the exact same energy as the gap between the states will induce

transitions, but also microwaves within about 20 MHz of the resonance frequency. This is because

the transition occurs in a finite amount of time, and an uncertainty in time corresponds to an

uncertainty in energy. Holding the field constant while varying the microwave frequency will

produce a resonance curve that characterizes the system. This is the principle behind electron spin

resonance. A typical spin resonance curve appears in Fig. 1.2. The two resonance peaks in this

figure correspond to the top (i.e., ms = +3
2 → ms = +1

2 ) and bottom (i.e., ms = −3
2 → ms = −1

2 )

spin transitions. We usually work with the peak corresponding to higher energy microwaves in

our experiments. However, we did not find any major difference between using one peak over the

other.
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Laser

Microwave pulse

(0 – 2000 ns)1 µs

5 µs

Laser

Time

Figure 1.3 Timing schematic of laser and microwave pulses used to observe Rabi oscilla-
tions. Electron states are optically pumped into a high-energy state, then a duration-varied
resonant microwave pulse causes the electrons to oscillate between spin states.

When the microwave power is increased, the height of each resonance peak also increases.

Likewise, the peak height diminishes along with the peak width for lower microwave power. How-

ever, at very low power the peak no longer retains a Gaussian form, but it reaches a minimum width.

Using the energy-time uncertainty principle, the frequency (i.e., energy) spread of the narrowest

peak can give a rough value for the T ∗2 coherence time.

1.2.3 Rabi oscillations

Once we have established a resonant microwave frequency, we then continue to operate at that

frequency to observe Rabi oscillations. This technique determines the amount of time that it actu-

ally takes to switch an electron from one state to another. We can also observe dephasing of the

electron spins states. This is done with pulse sequences of the laser and resonant microwaves.

First, spin states are preferentially populated by optically pumping all the electrons into the

high-energy spin state (antiparallel with the magnetic field). In our experiment, this is done with

an 870 nm laser. The laser also serves to stimulate PL, which allows us to measure the current spin

state. After the laser pulse, a pulse of resonant microwaves is delivered to the sample. The duration

of this pulse is varied. This pulse schematic can be seen in Fig. 1.3. From the photoluminescence

(PL) of the sample we can determine the population of the spin states. As we increase the duration
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of the microwave pulse from zero, we will reach the point when the majority of the spin states have

been flipped into the opposite state. Further increasing the pulse length by the same amount will

result in the majority of the states flipping back into their original state. Spins are thus flipped back

and forth by longer and longer pulses. However, dephasing occurs while flipping the spins back

and forth, causing the signal strength to decay exponentially. This decay time is given by T ∗2 .

1.2.4 Spin echo

As discussed in Section 1.2.1, the goal of spin echo is to determine T2, commonly known as the

spin coherence time. We want to measure T2 in a variety of samples and experimental conditions

to discern which systems have long coherence times. This process utilizes microwave pulses of

different duration: the π and the π

2 pulses. It is useful to think of the different spin states as being

located on a sphere, with spin up directed vertically upward and spin down directed vertically

downward. As implied by their names, the π pulse flips the spins from one state to another (from

spin up to spin down, or 180◦), while the π

2 pulse flips the spins halfway between spin up and spin

down (90◦).

A schematic detailing spin echo is displayed in Fig. 1.4. In the figure, the two times separating

the pulses are both labeled as t. In practice, one often holds the first time delay fixed and varies the

second time delay, so we refer to them as Tfixed and τ , respectively. The pulse sequence begins with

a π

2 pulse that rotates the spins 90◦, as seen in Fig. 1.4 (B). Due to spin-spin interactions and field

inhomogeneities, the spins begin to dephase at unequal rates. Shown in Fig. 1.4 (C)-(D), a π pulse

applied a time Tfixed later flips the spins 180◦. Figure 1.4 (E)-(F) shows the spins phasing back

together. This occurs because the spins precessing slowly now lead the spins that were precessing

quickly. Each spin continues to precess at its original rate to combine back together. A final π

2

pulse rotates the spins 90◦ back to their initial state (not shown in the figure). The degree to which

the original spin population is preserved gives the spin echo. The spin echo is only observed if
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Figure 1.4 Schematic of electron spin states during a spin echo experiment [23]. (A) Spin
states are aligned in the vertical direction. (B)-(C) A π

2 pulse rotates spin states by 90◦,
after which they begin to dephase. (D)-(E) A π pulse rotates the spins 180◦, after which
they begin to phase together again. (F) The echo signal is observed from the recombined
spin states and is proportional to the overall coherence. Not pictured in this figure is the
last π

2 pulse we use to flip the spins another 90◦ into the vertical position.
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the last π

2 pulse is delivered when the spins have precessed back together completely. This occurs

when the time between the last two pulses, τ , is the same as Tfixed, the time between the first two

pulses.

This delay between the last two pulses, τ , can be varied across a range of values centered on

Tfixed. When τ = Tfixed the spin echo signal is maximized as the electrons are returned to their

initial spin state. After varying τ to observe the spin echo, a new Tfixed is set and the scan is

repeated. As Tfixed is made larger and larger, more randomization occurs within the electron spin

states before recombining, and the spin echo signal becomes weaker. The spin echo decay is

typically exponential, characterized by a decay time whose value is T2. As mentioned before, this

property is the true limit of the spin coherence time. Therefore, it is important to analyze a variety

of samples and experimental conditions to find a system with a long T2.

1.3 Silicon carbide as a spintronic device

1.3.1 Previous work

Other research groups have worked at room temperature to characterize coherence times in SiC

[24], but our work explores the effect of temperature on the lifetimes. In addition, we explore

defect type and concentration in an effort to maximize the lifetime. Sam Carter and collaborators

at the Naval Research Laboratory have characterized silicon defects in 4H SiC specifically at room

temperature [19]. They found a large dependence of the coherence time on magnetic field. How-

ever, they have only measured coherence times of electron-irradiated SiC, and we are measuring

both electron and proton-irradiated SiC.
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1.3.2 Silicon carbide samples

We currently work with three different silicon carbide samples: 1013 cm−2 proton-irradiated, 1014

cm−2 proton-irradiated, and 1017 cm−2 electron-irradiated. All samples are made from 4H SiC

[25]. Silicon vacancy defects were created through irradiation with either protons or electrons in

the amount specified. Most of this work was done by Brad D. Weaver and Evan Glaser at the

Naval Research Laboratory. The irradiation was done only from one side of each sample, and it is

estimated that the defects occur about 30 µm deep into the surface. We suppose that the nature of

the defects is different whether formed by proton or electron irradiation. In addition, we investigate

how the density of defects affects the coherence time.

1.3.3 Summary of results

In our experiments, we have found no correlation between the spin coherence time and temper-

ature. We took data at five different temperatures between 6 K and room temperature (see Sec-

tion 3.2). While the signal to noise ratio was much improved for temperatures below about 80

K, the coherence time seemed to remain the same. However, defect concentration dramatically

affected T2. Reducing the defect concentration by a factor of 10 increased the coherence time by

more than a factor of three in proton-irradiated SiC. Defect type also affected the data, but we were

only able to put a lower limit on the lifetime in electron-irradiated SiC. In addition, Rabi oscilla-

tions did not appear very clearly in the data, and we presume this is because of a short T1 which

damps these oscillations very quickly.

1.3.4 Organization of thesis

Chapter 2 will discuss the experimental setup, as well as specific procedures to operate some of the

equipment. Several problems were overcome to maximize the microwave power delivered to the
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sample and to reduce the overall noise in the experiment. Following the experimental procedures,

Chapter 3 presents results for the spin resonance, Rabi oscillation, and spin echo experiments. We

form conclusions from comparing the data to expected results. In addition, we will examine the

effects of varying conditions of the experiment (e.g., laser wavelength, microwave power, temper-

ature and defect concentration). Based on these results, we present ideas for future research.
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Chapter 2

Experimental Setup

A spin-resonance experiment requires extensive coordination between equipment. In our setup, we

faced several challenges with equipment coordination. First, a pulsed laser must be synced in time

with pulses of microwave radiation just tens of nanoseconds in duration. Second, a coupling loop

placed close to the sample needs to be impedance-matched to allow successful delivery of high-

power microwaves. Third, the magnetic field must be precisely controlled to within fractions of a

millitesla. These challenges necessitate careful design and orientation of equipment. This chapter

focuses on the layout, design, and techniques used to coordinate the many separate components of

this experiment.

2.1 Optical setup

First we discuss the optical setup of the experiment. A general schematic can be seen in Fig. 2.1.

The photoluminescence (PL) of interest emitted by the sample is about 915 nm, so the laser light

used to excite this PL must be at or below this wavelength. After experimenting with various

wavelengths, we chose 870 nm light to interact with the spins in the silicon vacancies. This was

chosen because we observed that the signal-to-noise ratio increases with wavelength, but we also

13
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B 870 nm 
Ti:sapph
laser

Photodiode 
Detector

Signal to 
lock-in 
amplifier

Sample

Linear 
polarizer

Power 
stabilizer

Expanding 
telescope900-nm selective 

beam splitter

AOM
Photoluminescence

Electromagnet

900-nm high-
pass filters

Lens

Figure 2.1 Schematic of optical setup. The titanium-sapphire (Ti:sapph) laser is excited
by a 532-nm laser (not shown here) emits light at 870 nm. The linear polarizer is necessary
for the power stabilizer. The acousto-optic modulator (AOM) gates the laser on and off to
form pulses, and is followed by an expanding telescope. A 900-nm selective beam splitter
reflects the laser (< 900 nm) towards the sample but allows the photoluminescence (> 900
nm) to pass through to the detector.

wanted the laser beam well-distinguished from the PL to be able to block it with a filter or beam

splitter. This light is produced from a titanium-sapphire (Ti:sapph) laser driven by a 532 nm green

laser. The green laser outputs at 5 watts, and the Ti:sapph produces about 1 watt of power. The

output of this laser is linearly polarized, and it passes through a laser power controller to reduce

noise.

To pulse the laser, we use an acousto-optic modulator (AOM). This is a crystal with a piezo-

electric transducer attached. Applying a voltage to the crystal turns it into a diffraction grating.

The crystal is designed such that the first-order diffraction beam contains about 72% of the total

laser power. We block all but the first-order beam, which is only present when voltage is applied to

the AOM. This allows us to pulse the laser using the applied voltage. The voltage can also be timed

with the microwave pulses for the Rabi and spin-echo timing sequences, which are controlled by a

PIN diode placed on the output of the microwave generator.

The spin states located in the silicon vacancies are most effectively pumped when the laser
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intensity is high, so we desire a tight focus of the laser. Exiting the Ti:sapph, the laser beam is

about one millimeter in diameter. Focusing this beam with a one-inch lens increases the intensity,

but a much tighter focus is obtained by first expanding the beam to one inch, then focusing it down.

Treating the laser beam as a Gaussian profile, we can derive an equation for the beam waist, or size

of the beam at its smallest diameter [26]. This equation is

w0 =
2λ f #

π
, (2.1)

where w0 is the beam waist and f # is the f-number. The f-number is calculated by dividing the

focal length of the lens by the diameter of the (parallel) beam prior to the lens. Thus by expanding

the beam by more than a factor of 10 (to fill the one-inch lens), we decrease w0 by a factor of 10,

increasing the intensity by a factor of 100.

Information about the electron spins is collected by observing the photoluminescence (PL)

emitted by the sample. We want to collect as much of this light as possible. However, because the

sample is residing inside a cryostat, the viewing angle of the sample is limited to the size of the

cryostat window. The PL exiting at other angles is lost. In addition, much of the 870 nm incident

laser light is scattered backwards due to reflections off the cryostat window and the sample itself.

Without any filtering, the laser light at the detector would be many orders of magnitude stronger

than the PL. In order to compensate, a wavelength-selective beam splitter is used essentially as a

900-nm high-pass filter. It acts as a mirror to direct the incident laser light to the sample, but it

also reflects the scattered laser light in a different direction. A lens is placed directly behind the

beam splitter, followed by a photodiode detector. Due to the very small intensity of PL (just a few

hundred nanowatts), two 900-nm high-pass filters are attached to the detector to block room light

and any stray laser light. The entire schematic can be seen in Fig. 2.1.

The detector measures the intensity of the PL, but we are also interested in knowing its exact

spectrum. The collecting lens and detector can be taken out of the beam path to direct the PL into

a spectrometer on another table. Because the light coming from the sample is collimated, it can
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travel a few feet without spreading out significantly. A 3-inch lens is then used to ensure collection

of as much PL as possible. A charge-coupled device (CCD) is attached to the spectrometer, which

quickly measures the spectrum of the emitted PL. Plots of the collected photoluminescence are

shown in Section 3.1.1, where we discuss the changes in the spectrum with temperature and defect

type.

2.2 Microwave pulse system

Microwave pulses as short as tens of nanoseconds must be delivered to the sample to detect Rabi

oscillations and spin echo. These pulses must be coordinated with the laser pulses to correctly in-

teract with the electron spins. In this section we discuss the implementation of a function generator,

pulse generator, lock-in amplifier, and AOM to achieve this complex pulse sequence. In addition,

we discuss problems with impedance matching of the microwave amplifier to the coupling loop

that resulted in poor power throughput to the sample.

2.2.1 Timing

Rabi-oscillation experiments require a microwave pulse to be delivered a fixed amount of time after

a laser pulse, and the duration of the microwave pulse must be varied. Spin echo requires three

different microwave pulses to be delivered after a laser pulse, with different duration and time

offsets. In addition, we take data with a lock-in amplifier to extract the signal from the experiment,

which necessitates that the whole process be gated (i.e., microwaves turn on and off). A general

schematic of how this timing is achieved can be seen in Fig. 2.2, where the role of the multiple

instruments involved is shown. We employ two channels of a Tektronix function generator (FG)

to supply the voltage to the AOM and to an Agilent pulse generator (PG), which in turn provides

pulses that turn on and off the microwave generator.
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Figure 2.2 Timing schematic of the function generator (FG) and pulse generator (PG) to
pulse the laser and microwaves, respectively.

The laser is pulsed constantly, and short microwave pulses follow each laser pulse. The goal is

to turn the microwave pulses on and off at a lower frequency that can be detected by the lock-in

amplifier. We refer to this low-frequency oscillation as a gate. The process begins with channel 1

of the function generator (FG), which turns the laser on and off. We typically operate this channel

between 35 and 200 kHz, with a pulse width of 1 µs for the Rabi experiment and 2 µs for the

spin echo experiment. This channel is only routed to the AOM, which causes the laser to pulse

continuously. Channel 2 of the FG outputs a signal similar to channel 1, but it is gated at a rate

of 1 kHz. This gate is achieved by an internal setting of the FG. Thus Channel 2 has both the fast

oscillation found in Channel 1 and the low-frequency gate. The output from channel 2 triggers the

pulse generator (PG). Once the PG is triggered, it initiates its own pulse sequence, which turns the

microwaves on and off by means of a PIN diode. Care must be taken so that the time required to

complete this sequence is less than the period of channel 1 on the FG (i.e., the entire microwave

pulse sequence must fit between laser pulses). A schematic of the electrical setup can be seen in

Fig. 2.3.

The trigger output of the FG contains the 1 kHz gate frequency, which is fed into the lock-in
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FG
Ch 1

(laser   pulses)
Ch 2

(gated   laser   pulses)

AOM  
(laser)

PG

Output
(gated   μwave pulses)

Trigger

μwave
generator

Figure 2.3 Schematic of electrical inputs and outputs. The function generator (FG) has
two output channels. Both contain the laser pulse sequence, but channel 2 is also gated
at a lower frequency of 1 kHz. The acousto-optic modulator (AOM) controls the laser
pulses. Channel 2 is the trigger input to the pulse generator (PG). The output of the PG
goes to the microwave generator and controls the microwave pulse sequence.
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amplifier. Having the gate applied only to the PG output means that the laser is always pulsing

on and off, but the microwave pulse sequence is only happening 50% of the time. This is useful

because it enables us to extract the information that is only pertinent to spin interactions. The

sample will always emit PL when exposed to the laser, but the intensity of the PL changes based on

the interaction between microwaves and spins. The lock-in amplifier ignores signals at frequencies

other than 1 kHz, allowing us to observe the effect the resonant microwaves alone have on the PL

and ignore the pulsing laser light.

2.2.2 Impedance matching

As was mentioned in Chapter 1, Sam Carter [19] has taken data with some of the same samples that

we are using. After comparing our data to his, we noticed that our actual microwave power was

considerably less than what we thought it should be. Through a lot of trial and error, we discovered

that the impedance of our microwave amplifier output terminal was not matched to the impedance

of the coupling loop in front of the sample. We then used a network analyzer to determine the

characteristics (e.g., impedance, frequency response, resonance, etc.) of the coupling loop and

cable system.

Without much flexibility in cable length (a coax cable extends about five feet down through the

cryostat), tuning the impedance of this circuit involved using a stub tuner, also known as a “slide

trombone.” Stub tuners are essentially a variable-length cavity that can be attached in parallel to

a coaxial cable. To be effective, they must be on the order of a quarter wavelength long. We

normally use microwaves with a frequency of about 10.5 GHz, which equates to a wavelength

of roughly 3 cm. The stub tuners that we used were around 10 cm long, and we could easily

adjust their length until the microwave power was maximized. We measured the microwave power

with a separate pick-up loop situated just outside the cryostat window. This loop was hooked to a

directional coupler, and the power was measured with an oscilloscope. Using the sweep feature of
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our microwave generator, we could measure the power output at various frequencies. With real-

time adjustment of the stub tuner length we maximized the power output at a specific frequency.

More information on radio-frequency impedance matching can be found in other papers [27, 28].

2.3 Magnetic field

A stable magnetic field is crucial for a spin-resonance experiment. Detecting both Rabi oscillations

and spin-echo data relies on using microwaves resonant with the electron spin state transitions.

Because these energies depend on magnetic field, control of the field must be both precise and

stable. In our experiment, we use a large Varian magnet with an impedance of about 1024 Ω. We

recently bought a new power supply to power the magnet, and I wrote LabVIEW code to interface

with it. While coding for the power supply, I learned how to achieve a stable and precise field, and

I present those facts in the rest of this section.

The Magna Power supply has both constant voltage and constant current modes. The magnetic

field is dependent on the current, so originally we operated the power supply in constant current

mode. However, stability was poor in this mode. When giving digital commands to the power

supply, it was difficult to obtain a field step size small comparable to a resonance peak width for

a particular microwave frequency. The stability was improved in constant voltage mode, but we

still faced problems with too small of a step size. In addition, temperature changes affected the

resistance of the magnet and caused the field to drift over time.

To solve these problems, we tried controlling the power supply by another method. In addition

to a digital input, the Magna Power supply can take an analog input between 0 and 5 volts, which

it then scales to determine its output voltage. We devised a variable resistor network that included

a potentiometer to vary the voltage by smaller increments. This worked fairly well to reduce the

step size of the magnetic field, since a potentiometer has essentially infinite resolution. However,
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the resistors were very susceptible to changes in temperature as well as small movements and

vibrations, making them an inadequate solution to this problem. Finally, we began using a Fluke

5100B voltage calibrator to supply the analog voltage to the power supply. This voltage calibrator

has seven significant digits, enabling the variation of the analog voltage down to 1 µV. With this

calibrator, we were able to control the magnetic field with a precision of about 10 µT. Temperature

changes in the magnet remain problematic, but the field drifts caused by this effect are relatively

small if the magnet is left to stabilize for about two hours before any experiments are done.
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Chapter 3

Results and Conclusions

In this chapter we present the data obtained from the spin resonance experiments. We discuss

the temperature dependence of the lifetime, which was minimal. We also present the variation of

lifetime with defect concentration and type, which was significant. Decreasing the defect concen-

tration in proton-irradiated SiC appears to lengthen the lifetime. The electron-irradiated sample

has a longer lifetime than the proton-irradiated samples, but we were only able to put a lower limit

on it.

3.1 Spin resonance data

3.1.1 Photoluminescence

In this section we compare the photoluminescence (PL) of the different samples at various temper-

atures. This data is obtained simply by examining the light emitted from the sample with a CCD

camera through a spectrometer. The PL for multiple samples can be seen in Fig. 3.1. The incident

laser power was about 0.7 W at the sample for each plot, and the laser was focused on the edge

of the sample for each trial. The CCD was used with ten averages and an integration time of 100

23



24 Chapter 3 Results and Conclusions

ms. In all cases, the peak of interest is the left-most peak found in the spectra, located at about

915 nm. This is known as the V2 spectral line, and it is this line that relates to electron transitions

in the silicon vacancy defect. At low temperatures, the V2 line, among others, are very sharp and

well-defined peaks [29]. However, at higher temperatures the peaks broaden out and begin to blend

with one another.

Another important feature is the relative strengths of the PL between the two different sam-

ples. It is roughly four times stronger for the 1014 cm−2 proton-irradiated sample than it is for the

1013 cm−2 proton-irradiated sample. This is because the defects give rise to the spectral peaks, and

a higher density of defects causes a higher intensity of PL. However, the exact ratio between inten-

sities in these two graphs should not be taken as exact. The strength of the PL varies depending on

the location of the laser spot as well as the optical alignment going into the spectrometer. These

variations can cause the PL to change by a factor of about 1.5, and more rigorous testing would be

needed to determine the exact ratio of intensity between the two samples.

3.1.2 Optically detected magnetic resonance

To perform the spin echo experiment and determine the electron spin lifetime, resonance must first

be reached. The correct frequency of microwaves must be determined for a specific magnetic field

(or vice-versa) to allow for electron spin transitions. The easiest way to determine this resonance

condition is to set the magnetic field, then sweep through microwave frequencies until a resonance

peak is seen. Because 4H-SiC is a spin 3
2 system, there are actually two resonance peaks. One

corresponds to a transition between the m = +3
2 and m = +1

2 states, and the other corresponds

to a transition between the m = −1
2 and m = −3

2 states. A typical microwave frequency scan

that unveils these two resonance peaks was shown in Fig. 1.2. In our further measurements, we

typically focus on the uppermost peak.

We are also interested in the percent change in the PL when at the resonance peak, which we
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V2

Figure 3.1 Photoluminescence (PL) of various samples of SiC at different temperatures.
Note the increased strength of the spectral peaks for the 1014 cm−2 proton-irradiated sam-
ple over the 1013 cm−2 proton-irradiated sample. In addition, the peaks tend to broaden
out and blend together at higher temperatures.
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Figure 3.2 Percent change in the PL when at the resonance peak (% ODMR). The higher
the % ODMR, the better signal-to-noise ratio for collecting data. We see an increase in
% ODMR at low temperatures, allowing for cleaner data in general.

will call percent optically detected magnetic resonance (% ODMR). This is calculated by compar-

ing the signal on the lock-in when chopping the resonant microwaves to the signal when chopping

the laser itself. The higher the % ODMR, the higher the signal-to-noise ratio. As can be seen in

Fig. 3.2, this number is higher at lower temperatures. This is perhaps due to the narrowing of the

spectral peaks at low temperatures. At any rate, it makes collecting data at lower temperatures

easier than at room temperature.

3.1.3 Rabi oscillations

As explained in Section 1.2.3, resonant microwaves cause electron spin states to oscillate between

spin up and spin down states. The frequency of these oscillations depends directly on the strength

of the incident microwave field. However, these oscillations are damped by a decaying exponential



3.1 Spin resonance data 27

0 200 400 600 800

0.0

0.5

1.0

1.5

2.0

2.5

 

 

63 ns, /2 pulse

Lo
ck

-in
 S

ig
na

l (
V

)

wave pulse width (ns)

 50 dBm
 45 dBm
 40 dBm
 Asymptote

125 ns,  pulse

Figure 3.3 Rabi oscillations for the 1014 cm−2 proton-irradiated sample. The oscillations
are not well defined and die off quickly, possibly due to a small T1 value.

with a time constant equal to T ∗2 [30]. If this relaxation time is too short, the oscillations won’t be

seen at all. Relaxation occurs because the electrons dephase too quickly. In the samples we tested,

it proved difficult to collect data showing clear Rabi oscillations. Figure 3.3 shows the clearest

data we have for any of the samples. This data was collected from the 1014 cm−2 proton-irradiated

sample, and scans were taken at three different microwave field strengths. We notice there is not

much difference between the 45 dBm and 50 dBm curves, indicating that the microwave amplifier

is not changing its output between these two settings.

The duration of the π

2 pulse is obtained from the point where the increasing lock-in signal first

reaches the asymptotic value of the signal. The π pulse duration is obtained at the peak of the

lock-in signal. These locations are pointed out in Fig. 3.3. When there were no oscillations in

the Rabi signal (other than the original spike), the π

2 pulse duration can be estimated to where the

lock-in signal first reaches a value that is slightly less than the asymptotic value. Usually the π

2
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Figure 3.4 Raw spin echo data. Notice that each peak has a different overall slope, and
the overall height decreases with delay time. The laser pulse width was 2 µs, and the
overall period varied between 5-10 µs for the various scans.

pulse length is between one-half and two-thirds of the π pulse length. To improve the Rabi signal,

the oscillations can be magnified by re-centering the field at resonance, choosing different lock-in

time constants, or by refining the focus of the laser.

3.1.4 Spin echo

For a review of the terminology used here, see Section 1.2.4. When sweeping through the second π

2

pulse delay time, τ , the PL intensity changes when τ = Tfixed. This occurs when the delays between

the first and second pulses, as well as the second and third pulses, are the same. When spin echo

data is initially taken, it looks like an upside-down Gaussian. Figure 3.4 shows an example of raw

spin echo data for various delay times, TFixed. Because the delay between pulses becomes longer

with each scan, the total laser power decreases with longer values of Tfixed. This generally causes

each subsequent data set to have less signal. Changing the alignment or re-tuning the magnetic
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Figure 3.5 Spin echo data with the linear baseline offset removed from the raw spin
echo data. This data is from the 1014 cm−2 proton-irradiated sample. The peak heights
exponentially decrease toward zero. The decaying peak heights are fit to give the T2
relaxation time. Tfixed + τ represents the total delay time between the first and last pulses
in the sequence. To compensate for the overall decreasing signal strength in successive
data sets, each curve was first multiplied by a constant so the top portion of the data was
about the same value as the top of the first data set (i.e., the black curve in Fig. 3.4).

field to resonance can change the signal strength from one trial to the next, but the overall trend is

a decreasing signal. There are two ways to correct for this problem. The first is shown in Fig. 3.5.

Each curve is first multiplied by a constant so the top portion of the data is about the same value

as the top of the first data set (i.e., the black curve in Fig. 3.4). A linear baseline is then subtracted

from each data set. As seen in Fig. 3.5, the peak heights decrease as the delay time becomes longer.

The peak heights are then fit to an exponential decay, and the time constant in this decay yields T2.

This exponential fit is shown in Fig. 3.6.

The second way, which we found to be the better method, is to fit the data to a Gaussian shape

with a linear offset term. Such a fit can be seen in Fig. 3.7. The linear offset takes into account
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Figure 3.6 Spin echo signal for 1014 cm−2 proton-irradiated SiC using the linear baseline
removal. The spin echo signal, or height of each peak from Fig. 3.5, is fit to an exponential
decay whose time constant is T2.
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Figure 3.7 One segment of raw spin echo data fit to a Gaussian shape with a linear
offset. The data was taken from the 1014 cm−2 proton-irradiated sample at 7 K. The spin
echo signal, or percentage change of the PL, is calculated from this fit using 100× (1−
Minimum
Maximum).
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Figure 3.8 Spin echo signal for 1014 cm−2 proton-irradiated SiC using a Gaussian fit
on the raw echo data. The spin echo signal, or percentage change of the PL, is fit to an
exponential decay whose time constant is T2.

small drifts in the field over the course of a scan. The spin echo signal is the percentage change

in the PL. We calculate this by taking the ratio of the lowest point on the Gaussian to the point

above it on the baseline alone, or 100× (1− Minimum
Maximum). By using a ratio, this takes into account

the decreasing laser power for each successive scan. It is the preferred method because the ratio

more accurately compensates for the changing laser power than the other method. This technique

was used on all spin echo data taken to determine the spin echo signal. The time constant of an

exponential fit to the spin echo data then gives the T2 lifetime. Figure 3.8 shows the fit that results

from using this method for fitting the same data that has been shown in Figs. 3.5 and 3.7.

3.2 Temperature dependence

Initially we thought temperature would have an effect on the spin lifetime. We extensively tested

the 1014 cm−2 proton-irradiated sample at five different temperatures, but the lifetime appears to
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Figure 3.9 Comparison of defect concentration on the T2 spin lifetime with 1013 cm−2

and 1014 cm−2 proton-irradiated samples. Though rather constant with temperature, life-
time is substantially larger for the sample with fewer defects. Also, data taken at lower
temperatures contains less noise.

remain rather constant. In Fig. 3.9, the lifetime can be seen to be about 17 µs over a broad range

of temperatures for the 1014 cm−2 proton-irradiated sample. However, the noise is substantially

reduced when taking data at lower temperatures (except for an anomaly at 5 K), allowing for

increased accuracy in estimating the lifetime. We expect this is due to the narrowing of the V2 line

observed in the spectrum of the PL at low temperatures. The increased noise at 5 K could be due

to an alignment problem of the laser spot, or possibly due to a bi-exponential decay process. If the

system actually has two lifetimes, this might show up as extra noise.
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Figure 3.10 Spin echo signal for 1017 cm−2 electron-irradiated SiC. Note the absence of
an exponential decay in the signal. We can only estimate a lower limit of the spin lifetime.

3.3 Dependence on defect concentration and type

We have observed that the spin lifetimes vary drastically with defect concentration and type. We

determined the effect of defect concentration by measuring the spin lifetime in the 1013 cm−2 and

1014 cm−2 proton-irradiated samples. Because of the limited PL emitted from the sample with

fewer defects, there is more noise and uncertainty in the lifetime measurement. However, we can

still see in Fig. 3.9 that the sample with fewer defects has a longer lifetime. One possibility is

that extra damage or defects are found in the 1014 cm−2 proton-irradiated sample. There could

be an overall loss of spin info when the electrons get scattered by regions with structural damage.

Another possibility is that because of the large amount of radiation, silicon vacancy defects are so

frequent that significant cross-talk between defects leads to spin info loss.

Next we show the effect of defect type on the spin lifetime. To do this we collected spin echo

data on a 1017 cm−2 electron-irradiated sample. Figure 3.10 shows a substantial difference in echo
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Temp (K) 1013 cm−2 proton 1014 cm−2 proton 1017 cm−2 electron

6 64.4 21.0 —

40 — 15.3 —

80 — 15.7 —

160 — 15.8 —

295 — 23.3 > 40

Table 3.1 T2 spin lifetimes of various silicon carbide samples at different temperatures.
All lifetimes are in units of µs. The labels "proton" and "electron" denote proton-
irradiated SiC and electron-irradiated SiC, respectively. We observe lifetimes that are
fairly independent with temperature, decreasing with defect concentration, and largely
undetermined for the electron-irradiated sample. The blank entries in the table are data
we have not yet taken, but plan to take soon.

signal with this sample compared to the others. There really doesn’t seem to be any decay in the

spin echo signal over the 20 µs region we tested, although it is difficult to judge given the increased

noise at longer delay times. However, we can put a lower limit of 40 µs on the T2 lifetime for this

electron-irradiated sample.

A summary of the all spin lifetime data can be seen in Table 3.1. This information is presented

graphically in Fig. 3.11. The only sample for which we took data at all five temperatures is the

1014 cm−2 proton-irradiated sample. We include the other samples in the table because we intend

to take data at various temperatures for those samples as well, but have not yet done so.

3.4 Conclusions and future work

The 1013 cm−2 proton-irradiated sample appears to have a much longer lifetime than the more

highly irradiated 1014 cm−2 proton-irradiated sample. We are possibly looking at defects other

than just silicon vacancies in the 1014 cm−2 sample. The depth of defects is on the order of 30 µm,
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Figure 3.11 T2 spin lifetime values for all samples studied. Numerical values are found in
Table 3.1. Note that we can only establish a lower limit for the lifetime of the 1017 cm−2

electron-irradiated sample.
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but there are extra defects where the protons stop inside the material. These extra defects would

not occur as frequently with less irradiation, and it is possible that there is better coherence for this

reason in the 1013 cm−2 sample. However, data from this sample is a lot more noisy than from the

other sample, even at low temperatures. In the future we look to reduce the noise when observing

the 1013 cm−2 sample and measure the lifetime at various temperatures.

Regarding the electron-irradiated sample, our collaborator Sam Carter measured the lifetime

of a similar sample to be about 80 µs at lower fields [19]. Thus in order to accurately measure the

lifetime of this sample, we must find a way to measure the spin echo signal at much longer delay

times. We will then test the electron-irradiated sample at various temperatures and various fields

to more accurately characterize its spin lifetime.
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