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Figure 6.2 Photograph and schematic of deposition chamber.

6.4 Deposition of Copper and Measurements

Copper of 99.99% purity was evaporated horizontally using a tungsten basket (R.D.

Mathis, B12B-3X.025W16) onto polished silicon 100 substrates (with a natural SiO2

layer) at a distance of 35 cm. The silicon substrates were cleaned with a xenon

excimer lamp (Resonance LTD) for five minutes immediately before pumping down

the system to avoid hydrocarbon contamination. The copper deposition was designed

to achieve a film thickness between 7 and 12 nm by evaporating completely everything

in the basket.

Ratio reflectance measurements were performed in-situ on samples at room tem-

perature using the technique described in Chapter 5. After reflectance measure-

ments were made, the copper samples were exposed to atmosphere and immediately

(∼5 minutes) measured with spectroscopic ellipsometry to determine the thickness

of the metal and the oxide that had formed since air exposure. This oxide layer was

found to be about 0.7 nm of CuO after five minutes of air exposure and grew initially

at a rate of about 0.1 nm/minute. Oxidation later slowed to about 0.02 nm/minute.
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For measurements of the optical properties of CuOx, copper samples were heated to

about 300◦F for 5 minutes, after which they were found to be fully oxidized using

the spectroscopic ellipsometer. We are unsure of the exact state of oxidized copper

that formed naturally after this process, and so we will refer to the naturally oxidized

copper as CuOx. Here, x denotes the ratio of oxygen to copper in the sample, which

is unknown. Copper and CuOx films thicker than 5 nm were measured with atomic

force microscopy to have a roughness less than 1 nm (rms) on a 1 µm×1 µm scale.

With thinner films, we found that the copper would agglomerate on the surface, form-

ing islands and not providing full coverage. This is presumably a surface effect, which

we were careful to avoid.

6.5 Ratio Reflectance Data and Optical Constants

for Copper

Figures 6.3 and 6.4 show the ratio reflectance and fit of Cu and CuOx respectively at

representative wavelengths of 10.1 nm, 18.6 nm, 25.8 nm, and 34.8 nm. Each point

represents an average of 400 shots at an effective frequency of about 3 Hz (because of

laser energy discrimination of ±10% described in section 3.5). The lines show best-fit

curves calculated from the model described in section 4.3 with n and κ for the test

layer taken as free parameters in a least-squares fitting algorithm. The thickness of

the SiO2 layer was measured using spectroscopic ellipsometry and held fixed during

the fit. The optical constants for the silicon dioxide layer and silicon substrate were

also held fixed. For CuOx, the thickness of the layer was measured using spectroscopic

ellipsometry and held fixed during the fit. The variation of the thickness across 2 cm of

the sample (measured with ellipsometry) was about 0.2 nm, and the uncertainty in the

ellipsometry fit was about 0.2 nm. Combining these uncertainties in quadrature gives
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an uncertainty in this thickness of about ±0.3 nm. For copper, the thickness of the

layer was determined from the ellipsometric measurement of the oxide layer thickness

using the ratio of the densities of the metal and the oxide (densities for copper and

CuO were used, 8.96 g/cm3 and 6.31 g/cm3 respectively). This thickness was accurate

to approximately ±0.7 nm, due to uncertainties in the density and/or composition of

the oxide, variation across the sample, and uncertainties in the ellipsometry fit. The

data show features such as in the λ = 34.8 nm fit of copper that the model reproduces

well. These features have to do with the thickness of the layer, as well as n and κ.
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Figure 6.3 The measured ratio reflectance and fit of copper at four repre-
sentative wavelengths: 10.1 nm, 18.6 nm, 25.8 nm, and 34.8 nm.
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Figure 6.4 The measured ratio reflectance and fit of CuOx at four repre-
sentative wavelengths: 10.1 nm, 18.6 nm, 25.8 nm, and 34.8 nm.
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The optical constants for Cu and CuOx are shown in Figure 6.5. Error bars shown

in this plot are those produced by the fitting algorithm and are associated with the fit

error and also the uniqueness of the ratio curve (see section 5.2). Optical constants

are also listed in numeric form in Table 6.1.

An important question is how much the uncertainties in film thickness will affect

values for optical constants. We re-fit each data set for the maximum and minimum

thicknesses set by our uncertainties (with the thickness fixed) to see how much our

fit values for optical constants changed. At an example wavelength, λ = 15.1 nm,

q=53, changing the thickness from 7.4 nm to 8.1 nm (for our uncertainty of 0.7 nm)

changes n by 0.0026 and κ by 0.0052. Similarly, changing the thickness from 7.4 nm

to 6.7 nm (for our uncertainty of 0.7 nm) changes n by -0.0026 and κ by -0.0045. At

each wavelength we added in quadrature the statistical error due to the fit and this

error due to uncertainty in the film thickness. Figure 6.6 shows a plot of measured

optical constants for copper and the extent of the curve change due to these errors.

Figure 6.7 shows a similar plot for CuOx. Our total error for values of n is about

0.009, and our total error for values of κ is about 0.01.

Figure 6.8 shows a plot of measured κ for copper and CuOx along with those

measured by Hagemann [87], Haensel [88], Tomboulian [89], and Beaglehole [90].

The measurements by Hagemann are those cited on the CXRO website [91]. Because

Hagemann, Haensel, and Tomboulian measured photoabsorption only, we only plot

κ here. Our measured κ for copper matches data measured in-situ by Beaglehole.

Values for n measured by Beaglehole match our measured n for copper as well (not

shown). This agreement demonstrates that Beaglehole’s and our measurements were

taken on copper metal, rather than oxidized copper. In-situ measurements are very

reliable at preventing oxidation because there is virtually no chance for oxygen to

be in contact with the sample when the sample remains under vacuum through the
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Figure 6.5 The optical constants of Cu and CuOx determined using the
ratio reflectance technique. Statistical error bars are also shown.
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wavelength
(nm)

n for Cu κ for Cu n for CuOx κ for CuOx

10.1 0.991 0.017 0.978 0.045
10.4 0.985 0.025 0.978 0.050
10.7 0.992 0.017 0.974 0.055
11.0 0.987 0.008 0.974 0.060
11.3 0.982 0.016 0.974 0.057
11.6 0.983 0.017 0.972 0.064
11.9 0.985 0.010 0.976 0.054
12.3 0.982 0.011 0.971 0.061
12.7 0.978 0.022 0.960 0.070
13.1 0.972 0.031 0.957 0.073
13.6 0.971 0.039 0.948 0.072
14.0 0.978 0.038 0.939 0.082
14.6 0.976 0.044 0.934 0.086
15.0 0.974 0.051 0.938 0.084
15.7 0.973 0.055 0.934 0.088
16.3 0.976 0.047 0.930 0.085
17.0 0.975 0.041 0.928 0.091
17.8 0.968 0.044 0.916 0.091
18.6 0.967 0.044 0.915 0.097
19.5 0.967 0.050 0.912 0.101
20.5 0.970 0.050 0.908 0.104
21.6 0.969 0.053 0.908 0.105
22.9 0.961 0.063 0.907 0.112
24.2 0.958 0.066 0.906 0.119
25.8 0.949 0.068 0.903 0.128
27.6 0.940 0.084 0.907 0.142
29.6 0.927 0.093 0.888 0.153
32.0 0.912 0.107 0.877 0.169
34.8 0.891 0.140 0.864 0.204

Table 6.1 Optical constants of Cu and CuOx.
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Figure 6.6 Solid curves show the optical constants of copper. Dashed
curves show the extent of the change when statistical errors and errors due
to uncertainty in thickness are included.
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entire deposition and measurement process.
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Figure 6.8 Measured κ of copper and oxidized copper compared with κ
measured by Hagemann [87], Haensel [88], Tomboulian [89], and Beaglehole
[90]. Our κ for copper matches that of Beaglehole (measured in-situ) and
Tomboulian (not measured in-situ). Our κ for oxidized copper matches that
of Haensel (not measured in-situ) and Hagemann (measured with a carbon
capping layer).

Unexpectedly, our data for copper metal also matches values measured by Tombou-

lian, although these measurements were not made in-situ. However, Tomboulian

stated that they minimized as much as possible the time that their samples were

exposed to air (only a minute or two). In our experience, we found that copper

samples oxidized less than 1 nm in 5 minutes of air exposure. This suggests that

Tomboulian’s samples may have sustained minimal oxidation (less than 0.5 nm) in

transfer to the measurement chamber. This small amount of oxidation may not have
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affected measured optical constants very much, especially because Tomboulian mea-

sured absorption of samples thicker than 50 nm. This suggests less than 1% error in

transmission measurements.

Our values of κ for naturally oxidized copper agree with values measured by

Haensel (not in-situ), as expected. Haensel did not report taking any measures to

prevent or minimize sample oxidation, and samples he used were as thin as 5 nm. We

thus presume that his samples were fully oxidized at the time of measurement.

Our measured values for CuOx also match values measured by Hagemann. Hage-

mann’s samples were also relatively thin; some thicknesses were less than 10 nm. As

mentioned previously, Hagemann and coworkers aimed to prevent sample oxidation

by coating their copper samples with 5 nm carbon capping layers on both sides of

the film. However, by comparing with our measured data it seems that their samples

were oxidized nonetheless. We do not have enough information about Hagemann’s

sample preparation and measurement techniques to postulate how this could have

occurred.

Although the comparisons to many of the previous data sets show disagreement,

we still have confidence that our data is correct. Firstly, the other data sets do

not all agree with each other. Second, we are the only investigators to report the

optical constants of both copper metal and oxidized copper and show that those

measurements are different. Third, our data for copper agree with the only other

data set also measured in-situ. Capping layers can be effective, but the easiest way to

be certain that no oxidation has occurred is to measure samples in-situ. Discrepancies

between ours and other works are most likely due to previous researchers failure to

keep samples from partially oxidizing before measurement.
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6.6 Deposition of Uranium and Measurements

Depleted uranium of purity >99.7% was evaporated using the same equipment and

baskets as used for copper onto polished silicon 100 substrates (with a natural SiO2

layer) at a distance of 35 cm. A shutter was closed initially during the evaporation.

After about 30 s of evaporation, pressure in the deposition area began to drop rapidly

because the uranium began to bind to molecules in the deposition area, effectively

becoming a pump. After the pressure dropped below 1×10−6 the shutter was opened

for 10 seconds. This time frame allowed a deposition of about 2 nm of uranium metal

(approximately 0.2 nm/s).

Ratio reflectance measurements were performed on uranium films in-situ at room

temperature using the same technique as used for copper (described in Chapter 5).

After exposure to atmosphere, we found that thin films oxidized completely in less

than the time required to vent the chamber and make an ellipsometry measurement

(∼5 minutes). This result was unexpected because oxidation rates previously reported

suggested the rate should be slower. For bulk samples, rates have been measured

between 0.035 nm/hour [95] and 4.6 nm/hour [96]. In either of these scenarios,

though they vary greatly, we should have been able to measure the oxide growing.

Atomic force microscope measurements showed uranium films to have less than 1 nm

rms roughness on a 1 µm×1 µm scale. We thus hypothesize that (1) very thin films

of uranium may oxidize initially more quickly than bulk or thicker films, or (2) our

samples may have microchasms or voids not visible with the AFM that allow it to

oxidize more quickly than a solid film. Although further investigation is beyond the

scope of this work, we find that the optical constants of uranium measured in-situ

differ significantly from the constants of oxidized uranium. This gives us confidence

that we did measure the constants of uranium metal.
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6.7 Ratio Reflectance Data and Optical Constants

for Uranium

Figures 6.9 and 6.10 show the ratio reflectance and fit of U and UOx, respectively, at

representative wavelengths of 10.1 nm, 18.6 nm, 25.8 nm, and 34.8 nm. Each point

represents an average of 400 shots at an effective repetition rate of about 3 Hz (because

of laser energy discrimination of ±10% described in section 3.5). The lines show best-

fit curves calculated from the model described in section 4.3 with n and κ for the test

layer taken as free parameters in a least-squares fitting algorithm. The thickness of

the SiO2 layer was measured using spectroscopic ellipsometry and set to that value in

the fitting algorithms. The optical constants for the silicon dioxide layer and silicon

substrate were also held fixed. For UOx, the thickness of the layer was measured using

spectroscopic ellipsometry and also held fixed in the fitting algorithm. This thickness

was estimated to be accurate to within about ±0.3 nm, which was the variation

of the thickness across about a 2 cm-wide patch of the sample. For uranium, the

thickness of the layer was determined from the ellipsometric measurement of the oxide

layer thickness using the ratio of the densities of the metal and the oxide (densities

for uranium and UO2 were used, 19.1 g/cm3 and 10.96 g/cm3 respectively). This

thickness was estimated to be accurate to approximately ±0.7 nm, due to uncertainty

in the density and/or composition of the oxide along with variation across the sample.

These data also show features that are reproduced well by the fit, such as the fringe

in the fit of UOx at 34.8 nm.

The optical constants for U and UOx are shown in Figure 6.11. Error bars shown

in this plot are those produced by the fitting algorithm associated with fit error and

also the uniqueness of the ratio curve (see section 5.2). Optical constants are also

listed in numeric form in Table 6.2.
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Figure 6.9 The measured ratio reflectance and fit of uranium at four rep-
resentative wavelengths: 10.1 nm, 18.6 nm, 25.8 nm, and 34.8 nm.
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Figure 6.10 The measured ratio reflectance and fit of UOx at four repre-
sentative wavelengths: 10.1 nm, 18.6 nm, 25.8 nm, and 34.8 nm.
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Figure 6.11 The optical constants of U and UOx determined using the ratio
reflectance technique. Statistical error bars are also shown.
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wavelength
(nm)

n for U κ for U n for UOx κ for UOx

10.1 0.961 0.058 0.954 0.041
10.4 1.025 0.098 1.004 0.043
10.7 1.107 0.152 1.065 0.052
11.0 1.196 0.217 1.134 0.068
11.3 1.236 0.232 1.191 0.042
11.6 1.242 0.217 1.167 0.119
11.9 1.216 0.198 1.129 0.097
12.3 1.064 0.051 1.014 0.010
12.7 1.130 0.091 1.122 0.033
13.1 1.171 0.146 1.144 0.082
13.6 1.166 0.168 1.139 0.094
14.0 1.104 0.067 1.107 0.055
14.5 1.008 0.050 1.023 0.019
15.1 0.935 0.053 0.972 0.007
15.7 0.950 0.029 0.968 0.006
16.3 0.941 0.045 0.960 0.009
17.0 0.934 0.045 0.957 0.001
17.8 0.931 0.027 0.947 0.001
18.6 0.919 0.031 0.945 0.005
19.5 0.912 0.031 0.939 0.002
20.5 0.911 0.036 0.931 0.002
21.6 0.900 0.040 0.925 0.014
22.9 0.880 0.032 0.917 0.025
24.2 0.868 0.054 0.910 0.044
25.8 0.861 0.053 0.901 0.063
27.6 0.849 0.045 0.891 0.085
29.6 0.828 0.068 0.879 0.107
32.0 0.800 0.092 0.872 0.150
34.8 0.789 0.118 0.861 0.202
38.1 0.788 0.143 0.852 0.235
42.1 0.780 0.187 0.852 0.321
47.1 0.780 0.215 0.851 0.384

Table 6.2 Optical constants of U and UOx.
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Fig 6.12 shows measured optical constants for uranium and the extent of the

curve change when statistical errors and errors due to uncertainty in film thickness

are considered. Fig 6.13 shows a similar curve for naturally oxidized uranium. The

overall error for values of both n and κ was about 0.02.

The optical constants of uranium were re-measured completely on a second day

to show repeatability. The samples on the two days were different depositions and

had different thicknesses. These two sets of data are shown in Figure 6.14. The data

sets agree within our error bars.

To our knowledge, the optical constants of uranium (as opposed to uranium oxide)

have never been measured in this wavelength range. As mentioned earlier in this

chapter, Faldt and Nisson [92] measured the optical constants of evaporated uranium

in-situ from 50 to 2000 nm. At shorter wavelengths, Cukier et al. [93] measured

the photoabsorption cross section of uranium from 2.7-9.5 nm, preventing absorption

using an aluminum capping layer. Lunt [53] studied the optical properties of UO2

in the range 5-17 nm, and at 30.4 nm, 53.7 nm, and 58.4 nm. Figure 6.15 plots κ

for uranium and UOx along with κ for U measured by Faldt and Cukier and κ for

UO2 measured by Lunt. Error bars on our data include statistical errors as well as

errors due to uncertainty in film thickness. This plot shows that our data for uranium

matches data taken in-situ by Faldt and data using a capping layer taken by Cukier.

Also, our data for UOx matches data taken by Lunt of UO2.

6.8 Comparison with Atomic Scattering Factor Cal-

culations

The Center for X-ray Optics (CXRO) has a website [91] where optical constants can

be looked up for many materials in the wavelength range from 0.01 nm to 40 nm.
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Figure 6.12 Solid curves show the optical constants of uranium. Dashed
curves show the extent of the change when statistical errors and errors due
to uncertainty in thickness are included.
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Figure 6.14 The optical constants of uranium measured on two separate
days to show repeatability. The data sets agree within error bars.
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Figure 6.15 Measured κ of uranium and oxidized uranium compared with κ
for uranium measured by Faldt [92] and Cukier [93] and κ for UO2 measured
by Lunt [53]. Our κ for uranium matches that of Faldt (measured in-situ)
and Cukier (measured with an aluminum capping layer). Our κ for oxidized
uranium matches κ for UO2 measured by Lunt.
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These optical constants are calculated using atomic scattering factors from the ta-

bles compiled in 1993 by Henke et al. in reference [60]. In the extreme ultraviolet

wavelength range, the primary interactions of light with matter are photoabsorption

and coherent scattering. At the atomic level, atomic scattering factors describe these

processes. The atomic scattering factor, f = f1 + if2, is defined as the ratio of the

amplitudes of electromagnetic radiation scattered by a particular atom to that of a

single free electron. Henke and coworkers compiled photoabsorption cross sections

for 92 elements from available experimental data and theoretical calculations. These

data were used along with modified Kramers-Kronig dispersion relations to calculate

the atomic scattering factors for the elements.

For condensed matter, atomic scattering factors may be used to describe interac-

tion with EUV photons if we assume that the individual atoms scatter independently,

that is, unaffected by the chemical state of the system. It is shown in reference [60]

that this is a good assumption for wavelengths shorter than about 24 nm and suf-

ficiently far from absorption edges. At longer wavelengths, however, the specific

chemical state is important, and experimental measurements must be made. In the

atomic description, the total coherently scattered amplitude is simply the vector sum

of the amplitudes scattered by the individual atoms.

The index of refraction, N = n + iκ, of a material can be determined from the

atomic scattering factors by assuming that individual atoms scatter as dipoles. This

assumption is good when the wavelength of light is long compared with atomic di-

mensions. The index of refraction can be written as

N = n+ iκ = 1− r0
2π
λ2Nv(f1 + if2) (6.1)

where r0 is the classical electron radius, λ is the wavelength, and Nv is the number

of atoms per unit volume.
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Previous to this work, these calculations based on atomic scattering factors were

the only optical constants for uranium available in this region. Figure 6.16 plots our

measured n and κ for uranium along with n and κ for uranium tabulated on the CXRO

website. As mentioned previously, atomic scattering factors are only applicable far

from absorption thresholds and at wavelengths shorter than 24 nm. Much of our data

is taken at wavelengths longer than 24 nm, and wavelengths shorter than 24 nm are

near an absorption edge (∼11 nm). Therefore, we do not expect these calculations to

match our data very well, which they do not. However, they do confirm the general

trend of our data. Something interesting to note is that the absorption peaks in

our measured data are shifted about 0.5 nm to longer wavelengths (lower energy)

compared to those based on atomic scattering factor calculations. Professor Allred

and Turley’s group previously observed this same trend in the measured constants of

thorium and thorium dioxide [55, 97]. These shifts may be due to chemical bonding

effects disregarded by atomic scattering factor calculations.

6.9 Conclusions

We have shown that high harmonics provide a good source of extreme ultraviolet

radiation sufficient to do polarimetry measurements and extract material optical con-

stants in the wavelength range from 10 nm to 42 nm. We have used laser-generated

high harmonics here for the first time in a workhorse setting to make measurements

valuable to the field of EUV optics. We have found that the relative noisiness of our

harmonic source can be checked by using the unique polarization properties of the

harmonics to reduce systematic errors significantly. We have found that optical con-

stants can be extracted from these polarization ratio reflectance measurements, and

we have done so to find the optical constants of copper, uranium, and their natural
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Figure 6.16 Measured optical constants of uranium compared with con-
stants calculated using the atomic scattering factors [60]. Calculated data
does not match our data very well, most likely because calculated data is not
accurate near absorption edges (here ∼11 nm) or at wavelengths longer than
24 nm. Interestingly, measured absorption peaks are shifted about 0.5 nm to
longer wavelengths compared to calculated data.
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oxides through this wavelength range.
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Appendix A

Standard Operating Procedures

A.1 Aligning the Polarimeter Positioning System

1. Align the infrared laser through the polarimeter using the apertures.

2. Block the infrared laser, and align the HeNe laser through the harmonic-generation

chamber and into the polarimeter with the same apertures used to align the in-

frared laser.

3. Open the program on the computer called ‘APT User.’ It can be found on the

desktop. Load the correct settings by going to File, then Load, then clicking on

‘standard’.

4. Move the sample into the beam, and move the sample angle to 90◦.

5. Adjust the sample rotation stage until the HeNe beam is retro-reflecting onto

the aperture inside the polarimeter chamber. Use the knobs on the back of the

sample holder to make fine adjustments.

6. Block the HeNe beam going into the polarimeter through the harmonic-generation

chamber.
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7. Align the HeNe beam going into the polarimeter through the window in the side

port by flipping the switch labeled ‘HeNe mirror’ to insert the removable mirror

into the beam path. Adjust an upstream mirror until the beam is aligned to

the aperture inside the polarimeter, then adjust the removable mirror until the

beam is retro-reflecting from the sample onto the same mirror.

8. Using the sample translation stage, move the sample out of the beam.

9. Use the detector rotation stage to center the HeNe spot on the grating. Adjust

the CCD camera looking at the grating surface until the HeNe spot is clearly

visible on the TV screen. Mark the location of the HeNe spot on the TV screen

with a marker.

10. Move the grating rotation until the HeNe spot is visible on the TV screen for

the camera looking at the microchannel plate. Mark the location of the HeNe

spot on the TV screen with a marker.

11. Move the sample into the beam and adjust the sample rotation until the HeNe

is again retro-reflecting onto the aperture inside the polarimeter.

12. Move the sample angle to 0◦ and adjust the micrometer on the sample holder

until the sample is cutting off half of the HeNe beam.

13. Move the sample angle to 90◦ and move the sample out of the beam.

A.2 Making a Reflectance Measurement

1. After aligning the positioning system, place a gas cell in the harmonic-generation

chamber and pump the system down. The secondary vacuum chamber needs

to be at pressures below 10−6.
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2. Close the knob pumping out the semi-infinite gas cell region, and fill the region

with the desired amount of gas. Typical pressures are 80 torr of helium, 55 torr

of neon, and 12 torr of argon.

3. Close the gate valve, and unblock the infrared laser to allow it to drill the foil.

4. When the foil has been drilled, open the gate valve and check to make sure the

pressure in the secondary vacuum chamber is still low.

5. Turn on the microchannel plate detector by flipping two switches marked ‘1/2A-

SB,’ waiting 30 seconds, then flipping two switches marked ‘3/4A-SB.’

6. Open the program on the computer ‘ImageCaptureBrimhall.vi.’ A shortcut can

be found on the desktop.

7. Click the LabView ‘run’ button on the top left corner of the screen.

8. Block the beam and click the black ‘Ultracal’ button to do a background sub-

traction.

9. Click the green ‘Run’ button to start running the camera.

10. Move the grating rotation and adjust the gas pressure, aperture, and MCP plate

voltage until you see harmonics on the screen. Optimize the harmonics with

these same parameters.

11. Make sure that the waveplate is in the beam.

12. Set the acceptable laser-energy range with the controls called ‘Laser Min’ and

‘Laser Max.’ The readouts of ‘Actual Max,’ ‘Avg Max,’ and ‘Standard Devi-

ation’ are there to help you set a good range. The green light entitled ‘Laser
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Energy in Range?’ will give you a visible estimate of how many shots are making

it in the range.

13. When you are satisfied with your laser-energy range, take a measurement of

harmonics by setting the number in the control entitled ‘# of shots to average’

and clicking the blue button called ‘Average.’ When the number in the box

‘Repetitions’ equals the number of shots to average, your harmonic image will

appear on the screen. Click the green ‘Run’ button to stop the camera, then

click ‘Save’ to save your data.

14. Move your sample, detector, polarization, and other motors around and collect

your desired data.

A.3 Computer Programs

Two computer programs run the necessary equipment to operate the polarimeter. The

first is called ‘APTUser’ and can be found on the desktop of the polarimeter computer.

This program operates the seven motors used in the polarimeter positioning system.

The second is called ‘ImageCaptureBrimhall.vi’ and a shortcut can also be found on

the desktop of the polarimeter computer. This program operates the image capture

system used to record harmonic data. These programs, which run the polarimeter,

are described in the following two sections.

A.3.1 APTUser

When opening APTUser, four sub-screens should appear. These four screens are

connected to the four drivers used to operate the seven motors of the polarimeter

positioning system. If the four screens do not come up, the drivers are probably not
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on or not connected to the computer. On each of the four screens you will see a serial

number that corresponds to the serial number of the motor drivers. This tells you

which screen operates which driver. Each driver operates two motors. Thus each

of the four screens operates two motors. The top left screen operates the waveplate

rotation and the second port is blank. The top right screen operates the linear focusing

of the MCP (left) and the linear translation of the sample (right). The bottom left

screen operates the detector rotation (left) and the sample rotation (right). The

bottom right screen operates the MCP rotation (left) and the grating rotation. You

can move a motor by clicking on the red numbers and typing in the place you want

it to go.

You can adjust the settings for a particular motor by flipping the ‘Channel’ toggle

switch to the motor you want to adjust, then clicking the ‘Settings’ button on the

bottom right of the screen. You can also save your settings under a profile name.

A profile that works for polarimetry measurements (set up by me) is called ‘stan-

dard.’ This profile should come up automatically when opening the program, but if

it doesn’t, you can load it by going to File, then Load, and clicking on the profile

called ‘standard.’

A.3.2 ImageCaptureBrimhall.vi

ImageCaptureBrimhall.vi is a program I wrote in LabView that allows you to save

images harmonic images. The image capture is triggered by the avalanche photodiode

in the oscillator, so if the oscillator isn’t modelocked or the trigger isn’t connected,

the program will not run.

The front panel can be seen in Figure A.1. The screen titled ‘Intensity Graph’

is the main screen that images the microchannel plate. The two graphs immediately

below and to the left of this screen show lineouts of the screen at the locations
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specified by the yellow crosshairs. The indicators immediately below this screen give

information about the image on the screen, such as the maximum and minimum

intensity values.

Figure A.1 ImageCaptureBrimhall.vi front panel

The smaller screen to the left of the main screen, entitled ‘Fiber’ is a subset of the

main screen that shows only the fiber location. The program uses the pixels within

this screen to determine whether the laser is within the range specified by the controls

‘Laser Min’ and ‘Laser Max.’ The indicators below these two controls are meant to

help the user specify this laser energy range. The ‘avg max’ indicator resets every

time the run button is pressed. Thus, letting the program run for a minute or so gives

a more accurate average than letting it run for only a few seconds. The ‘standard
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deviation’ indicator tells you how jumpy the laser is. If this is very large, it might be

wise to make some adjustments to the laser to make it more stable. The green light

called ‘Laser Energy in Range?’ gives a visual estimate of how good your specified

range is. Typically you want to capture at least one out of every three or four shots,

so you aren’t waiting a long time to complete a measurement. On a good laser run,

you might capture almost every shot.

The buttons to the left of the main screen control the image capture. The black

‘Ultracal’ button does a background subtraction, and the ‘Run’ button is ineffective

until this button is pressed. The ‘Run’ button starts the camera, which continues

running until the ‘Run’ button is pressed again. The average button averages together

the number of shots specified by the control called ‘# of shots to average’ where the

laser energy is within the range specified by the controls called ‘Laser Min’ and ‘Laser

Max.’ The indicator titled ‘Repetitions’ tells you how many shots the computer has

captured where the laser energy is within the specified range. When the number

indicated in ‘Repetitions’ matches the number of shots to average, the main screen

shows the averaged image.

The ‘Sum’ button does not work, and I haven’t wanted to use it enough to fix it.

In principle, the sum button just needs the same programming as the average button

(which works), without dividing by the number of frames at the end.

The ‘Save’ button is only effective when the ‘Run’ button is not pressed. The save

command saves the image on the main screen in matrix form. This makes it easy to

read into MatLab for later analysis. Please note: the image on the main screen is the

only thing that will be saved. Individual shots that comprise the averaged image, the

number of shots averaged, and the user-specified laser energy range are examples of

data that are not saved. The ‘Load’ button will plot on the main screen an image that

was previously saved with this same program. Again, the load button cannot recover
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data that is not previously saved, such as the user-specified laser energy range.

The block diagram is shown in Figure A.2. Most of the programming tells the

card when to capture images. All of the IMAQ sub-VIs are sub-VIs that came with

the capture card, and most of the programming came from their examples. For

example, ‘IMAQ Init.vi’ loads a configuration file and configures the camera. The

actual image comes from ‘IMAQ Extract Buffer.vi.’ I convert the image into an

array using ‘IMAQImageToArray.’ I then plot this array in the main screen (after

subtracting the ultracal image).

Figure A.2 ImageCaptureBrimhall.vi block diagram

I also cut a piece of this array out to plot in the ‘Fiber’ screen. The control to

specify this piece is on the very top of the block diagram, outside of all of the loops.
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This control is made up of four pixel numbers: left, top, right, and bottom. If one

can see the fiber spot on the main screen, but not on the fiber screen, one needs to

change these numbers until you can see it again.
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