


Receiver in a seatng position height (Used for Receiver in a standing position height (Used for 
setting 1, 2,  and 5 through 9) 

 
setting 1, 2, 6 through 9) 

Praying, source facing mihrab. For preaching the source facing Receiver hanged (Used for 
receiver, turned about 180o setting 3 and 4) 

 source and receiver. Figure 5.14.  Settings and measurements configurations of the

5.5.2 Generalizing the Impulse Response 

There are several techniques used to derive the speech intelligibility parameters 

from the scale model measurements. Impulse responses as the preliminary output of a 

system are used widely in most architectural acoustics studies. The response to the source 

at the various receiver measurement points is captured by a 1/8" microphone (B&K 4138) 

with a corresponding preamplifier (Larson Davis 910B) and connected through a 

microphone power supply (Larson Davis 2200C). These devices are in turn connected to 
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a DATA Physics DP620 Analyzer. Since it was measured in a 1:12 scale model, the 

impulse response needed to be scaled to the actual frequency range before further 

calculation could be done. The scaling was done in the time domain. From the 

comparison on the time length it is shown that the impulse response in the actual size 

(Fig. 5.16) is twelve times longer (1.2 seconds) than the impulse response from the 

measurement (0.1 seconds), both with the same magnitude. 
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Figure 5.15.  Impulse responses of position 1 from the measurements (h(t)). 
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Figure 5.16.  Impulse responses of position 1 in the actual size (h1(t)) 
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Acoustical parameters are determined in octave bands. Octave band filtering of 

h1(t) was therefore the next digital process. Based on the main frequency bands of interest 

for speech intelligibility evaluation in the model and limitations on the source frequency 

range output, the speech parameter calculations were done for the octave bands in Table 

5.2 below.  

Table 5.2.  Octave bands measured and used in the filtered impulse responses. 

Centre frequency of octave 
bands in scaled model (Hz) 

Centre frequency of 
corresponding octave bands in  

the actual room (Hz) 
3000 
6000 

12000 
24000 
48000 

250 
500 

1000 
2000 
4000 

 

Correcting the impulse response due to the freqeuncy-dependant air absorption 

effects was the last correction before the acoustical parameters were generated. This will 

be discussed further in the following subsection.  

5.5.3 Air Absorption in the Scale Model 

Absorption of sound in air is related to the properties of the medium of the sound 

field. As the frequencies increase, the air in the scale room becomes more absorbent than 

the corresponding air in the full size room, due to two-mechanisms of sound absorption. 

This include classical absorption and molecular absorption. Classical absorption is a 

mechanism of sound energy dissipation in air by viscous losses due to friction between 

air molecules, which results in heat generation. The classical absorption coefficient is 

therefore the sum of the shear viscosity and thermal conductivity absorption coefficient 

and depends upon the frequency of sound propagating in the air: 
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where,  

αc = classical absorption coefficient 
η  = the shear viscosity coefficient 
ηB = the bulk shear viscosity coefficient 
γ  = adiabatic constant 
k  = the thermal conductivity 
Cp = coefficient for the specific heat capacity at constant pressure 

 
The classical absorption coefficient for air is given in tables as αc= 1.61 x 10-10 f 2 dB/m. 

Molecular absorption deals with molecular thermal relaxation in gases composed of 

polyatomic molecules. For sound propagation, the most important polyatomic gas is air. 

It consists of oxygen and nitrogen, with traces of other gases, including water vapor and 

carbon dioxide. The process involves a relaxation process where the sound is absorbed in 

the air molecules and causes the molecules to vibrate and rotate, then reradiate the sound 

at a later instant. This conversion of vibrational energy in the oxygen molecule into 

translation energy is catalysed by the presence of water vapour molecules.  

For molecular absorption, the actual relationship between molecular absorption 

(mm) and frequency is given by66

2
max

max
5

1

1025.1

⎥
⎦

⎤
⎢
⎣

⎡
+

××
=

−

f
f

f
mm  ,      (5.6) 

where fmax is the “Napier” frequency, the frequency of maximum absorption per 

wavelength which the existing humidity produces. The Napier frequency in oxygen and 

in air is shifted to higher values by water vapor. Several researchers have proposed the 

relation between the Napier frequency and humidity (h). 
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Other researchers 68   

Knudsen & Obert   
Clark & Henderson 

Harlow & Kitching 

 
:  232

max 1005.61096.4 hhf ×+×=

:  243
max 1032.11095.140 hhf ×+×+=

:  243
max 1045.11066.13 hhf ×+×+=

 
(5.8) 

(5.9) 

(5.10) 

 

As sound travels through the air, the intensity is attenuated exponentially at a rate 

determined by m = 2α in the equation 

mx
oeII −=                (5.11) 

This variable m is different than mm in Eq (5.6) in that it includes both molecular 

and classical absorptions. Sabine’s reverberation time introduced the air absorption 

variable m (see section 4.4). However, it is only acceptable for the frequency range up to 

10 kHz. From the discussion above, it is obvious that air absorption is sensitive to 

temperature, air composition, particularly water vapour concentration, and frequency. 

The correction factor of an appropriate air attenuation applied in the model follow the 

relationship 
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Where  I  = Intensity in the scale model measurement 
   Ic = Intensity corrected 
   m = 2α = air attenuation in the scale model measurement 
   mc = 2αcorrected = air attenuation corrected 
   x = distance of source to receiver 
 
Equation 5.12 would be acceptable if the air absorption in the actual size room is known 

and both source intensities are defined. Boone & Eggen69 proposed a method to deal with 

the correction for the difference between air absorption in the scale model and air 
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absorption in the full-sized room. A reference condition on temperature, air pressure, and 

relative humidity needs to be assumed to define the air absorption coefficient (a = 8.69 x 

α) of reference called aref (f). It is the frequency-dependent air absorption in dB/m under 

the reference conditions defined. Based on the law of similarity in scale models, the 

reference absorption in the model ideally should be: 

( ) ( )fafa refmodref, 1212 = , (5.13)

In reality another condition, ameas,mod (12 f), would be found. Therefore 

( ) ( ) refrefmeasmodmeas, 1212 cfacfab nnn ⋅−⋅= , (5.14)

and 
( ) 20/10 tb

n
ntm = , (5.15)

where mn(t) is the time-dependent amplification factor to correct the impulse response for 

the absorption discrepancy. The variable t is defined by the distance between source and 

receiver divided by the speed of sound under reference conditions, since the speed of 

sound, cref (m/s) is a variable built into bn. The air absorption has been empirically 

quantified and codified for calculation in the international standard ISO 9613-1:1996 and 

ANSI Standard S1-26:199. The calculation given here was based on the ISO standard: 70   
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Where f  = center-frequency of the octave band of interest 
frN = relaxation frequency of Nitrogen 
frO = relaxation frequency of Oxygen 
ps = static pressure 
ps,r =101325 Pa, the reference static pressure 
T = T0 + t, the thermodynamic temperature in K 
T0 = 273.15 K (0 oC) 
T20 = 293.15 K (20 oC)  
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The air absorption defined in Eq. (5.16) consists of the classical absorption and the 

molecular absorption. The first term inside the bracket is the classical absorption. The 

remainder of the terms quantify the molecular absorption. The relaxation frequency for 

nitrogen and oxygen is given by these following equations:  
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The mole fraction of water vapour in air h is defined by the relative humidity H (%) as 

follows: 

( )
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tpHh sv
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where  psv(t) is the saturation water vapour pressure in Pa. 

Air absorption compensation on the measured data was done in MATLAB ® 

[Appendix A]. For the auralization used, the octave band impulse responses were then 

added together to get the whole compensated impulse response. 

5.6 Observation of Different Ceiling Structures (Dome and Ring Structures) 

Speech parameters were calculated with MATLAB® code from the impulse 

responses at certain positions and with different measurement settings (see Table 5.1). 

Visual inspection of the parameter mappings and statistical analysis using data from 
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certain positions were used in order to accommodate further discussion of the effects of 

variations in the settings. The parameter mappings themselves were created using 

AutoDesk Land Desktop software, from 20 measurement positions. 

Results from setting numbers 2, 6 and 7 were used to evaluate models 1, 2, and 3 

that have variations in the ceiling structure. All three settings were measured with the 

source orientated toward the mihrab, which represented the praying mode.  

RASTI Setting 2c RASTI Setting 6c 
 

RASTI Setting 7c 
 

 

Unsatisfactory 

Poor 

Good 

Very good 

Excellent

Figure 5.17.  RASTI mapping of settings 2c, 6c, and 7c. 
 

RASTI mappings (see Fig. 5.17) show that there are no significant differences in 

the distribution of values, where all receiver positions fall in the subjective range of good 

speech intelligibility, except seat number 1, which has very good intelligibility. Good 

intelligibility is sometimes defined as C50 ≥ 0dB, which includes all area shaded green 

and blue (see Fig. 5.18).  
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C50 Setting 2c C50 Setting 6c 

 
C50 Setting 7c 

 
 

 
 

Good intelligibility of speech 
C50 ≥ 0 dB 

 

 

%ALcons Setting 2c %ALcons Setting 6c %ALcons Setting 7c 

%ALcons ≤ 3%  

%ALcons = 3%-8% 

%ALcons = 8%-11% 

%ALcons >11% 

%ALcons >20% 

 

ideal intelligibility 

very good intelligibility

good intelligibility 

poor intelligibility 

Worthless intelligibility

 
Figure 5.18.  C50 and % ALcons  mappings of settings 2c, 6c and 7c. 
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Setting 6c and 7c have similar C50 distributions that differ from setting 2c. They also have 

a wider area of poor intelligibility toward the back of the prayer hall. Among the three 

settings, setting 2c is shown to have the widest area for very good and good intelligibility. 

In the statistical analysis with the ANOVA test (Table 5.3), all parameters failed to 

reject the null hypothesis. There were accordingly no statistically significant differences 

in the models.  

Table 5.3.  ANOVA test on RASTI, C50, %ALcons for setting 2c (Model 3), setting 6c (Model 1) and 
setting 7c (Model 2). 

 
Test F-statistic p-observed F-critical Conclusion 

ANOVA RASTI  1.7845 0.1771 Does not rejectHo
ANOVA C50  0.2293 0.7959 Does not rejectHo
ANOVA %ALcons  0.176 0.839 

3.1588 
α = 0.05 

df1 = 2, df2= 57 Does not rejectHo

 
Table 5.4.  Result of the listening test from 12 listeners comparing settings 2c, 6c and 7c. 

Comparison Receiver position Differences (%) Preferred Condition (%) 
Setting 2c,6c &7c 1 100 6c ~50 %  7c ~ 50 % 
Setting 2c,6c &7c 17 83 6c ~ 50 % 7c ~ 40% 

 

Differences in the dome structure did not create different results in the RASTI 

distribution. RASTI values were based on reverberation times in the 500Hz and 2000Hz 

octave bands. The reverberation times at the receiver positions for the three different 

dome structures must therefore have been similar. Although they were calculated using 

reverse Schroeder integration, the reverberation time inside an enclosure is determined by 

the absorption from boundaries and the samples being compared were measured in the 

same rectangular room but with different dome ceilings. Therefore, it can be further 

assumed that the dome ceiling absorption was not significant to the total absorption in the 

mosque, due to its size and proportion relative to the much larger rectangular room. 

All listeners in an auralization listening test judged that the male voice received at 

receiver position 1 and 17 sounded different in those three different dome structure 
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settings, but most of them could not tell the difference between settings 6c and 7c. Based 

on this result, dome models 1 and 2 used in settings 6 and 7 did not yield significant 

perceptual differences in the speech parameters. These dome structures basically had the 

same height, but one had a massive ring structure and the other had windows, meaning 

different ring structures did not appreciably influence the speech parameters. 

The echograms of these settings shown in Fig. 5.19 may be compared to verify 

these results.  
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Figure 5.19.  The energy time curves comparison of settings 2c, 6c, and 7c of positions 1 and 17. 
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Setting 2c is shown to have the longest decay time, both in the echograms at 

positions 1 and 17. It also has the most significant differences in early arrivals of sound 

energy, particularly at seat 1. These conditions are related with the reflection done by the 

ring configuration since now the sounds have a longer propagation time before they 

reached the receiver. In general, there are significant differences in the echograms but 

these differences are not always shown in the speech parameters values.  

5.7 Observation of Different Source Orientations 

The source orientations represent the praying and preaching modes as they did in 

the computer models. Settings 1c and 2c have the same detail configurations. Settings 8c 

and 9c have the same detail configurations as setting 7c, but these settings are without 

carpeting. Only the C50 in the comparison of setting 1c to setting 2c provided evidence of 

statistical differences (Table 5.5). In the comparison of setting 8c to setting 9c, there are 

strong evidences that the source orientation created different results in the speech 

parameters. 

Table 5.5.  Paired t-test for settings 1c to 2c and settings 8c to 9c. 

Parameter t-statistic p-observed t-critical Conclusion 
Settings 1c-2c 
RASTI 
C50
%ALcons

0.605 
4.876 
-1.286 

0.5524 
0.0001 
0.2140 

2.086 
df = 19 
α = 0.05 

Does not rejectH0
Reject H0 
Does not rejectH0

Settings 8c-9c 
RASTI 
C50
%ALcons

2.95 
3.498 
-3.670 

0.0319 
0.0024 
0.0016 

2.447 
df = 5 
α = 0.05 

Reject H0 
Reject H0 
Reject H0

 
There are no differences in the RASTI mappings (Fig 5.20). Some similarities are 

apparent for the %ALcons mappings. Setting 1c appears to have a better clarity throughout 

the prayer hall, particularly for the area underneath the domed ceiling. This setting is for 

the preaching mode, that is, with the source facing the prayer hall.  
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RASTI Setting 2c C50 Setting 2c %ALcons Setting 2c 

*Refer to legends in figures 5.17 and 5.18. Additional  range for C50:  
Figure 5.20.  Mapping of parameters of settings 1c and 2c. 

The mapping of C50 shows significantly different patterns and these differences were 

verified by the t-test. A C50 parameter for good intelligibility would have values ≥ 0dB, 

which means the early energy, has to be larger than the late energy. Clearly, having the 

source facing the audience will then yield a higher C50 value, since the early energy 

consists of stronger direct energy. The listener test results using 12 listeners verified this 

assumption, given by the data that 100% of the listeners assumed setting number 1 is 

better for receiver position 1 (Table 5.6). 

Table 5.6 Result on the listening test from 12 listeners comparing setting 1c and 2c 

Comparison Receiver position Differences (%) Preferred Condition (%) 
Setting 1c-2c 1 100 1c ~100 %  2c ~ 0 % 

Setting 1c-2c 17 100 1c~ 50 % 2c ~ 50% 
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For receiver position number 17, underneath the dome, both settings were judged 

equally good since here the echo created by the dome ceiling was recognized and some 

people tended to like more reverberant rooms. On the other hand, some people prefer 

more dead rooms for better speech intelligibility. 

With regard to the comparison between setting 8 and setting 9, all t-statistic and p-

observed values reject the null hypothesis, which means in the measurements without 

carpeting, the source orientation did create different results. However, this assumption 

could only be implemented on 6 receiver positions observed. 
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Figure 5. 21.  The energy time curves comparison of settings 1c to 2c at positions 1 and 17. 

In the echograms for settings 1c and 2c at seats 1 and 17 (Fig 5.21), it may be seen 

that the direct sound is stronger for setting 1c. This was expected since in the praying 

mode where the source is facing the mihrab, direct sound is coming from the rear of the 

source. The strong reflections arriving immediately after the weaker direct sound in 
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Figure 5.24.  Comparison of C50 in setting 2c to setting 3 for 6 receiver positions. 
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Figure 5.25.  Comparison of %ALcons in setting 2c to setting 3 for 6 receiver positions. 

 
Eventually, the stand was wrapped with velvet lining, which absorbed some of the sound 

energy that hit the surfaces. However, residual scattering created non-uniform sound 

reflection that was picked by the microphone.  

The echograms in Fig. 5.26 show some of the differences produced by the different 

microphone orientations. 
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Figure 5.26.  The echograms comparison of setting 2c to setting 3 for receiver positions 20 and 33. 

5.9 Observation of Differences Due to Miniature Mannequins Surrounding the 

Receiver 

Setting 5 is model 3 with miniature mannequins surrounding the receiver in a 

sitting position. This configuration represented the condition of worshipper inside 

mosques during preaching. Setting 5 was compared to setting 1d on 6 seats (9, 11, 17, 19, 

25 and 27). These seats are underneath the domed ceiling. The paired t-test in Table 5.11 

show that there are no strong evidences that there are differences from measurement with 

and without placing mannequins around the microphone. 

Table 5.11.  Paired t-test for all parameter comparing result from setting 1d with setting 5. 

Parameter t-statistic p-observed t-critical Conclusion 
RASTI 1.790 0.1335 Does not rejectH0
C50 0.499 0.6388 Does not rejectH0
%ALcons -2.720 0.0418 

2.447 
df = 5 
α = 0.05 Reject H0
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Using the echograms comparison (Fig. 5.27), it is shown that there are differences 

in the energy received by the receiver due to presence of the mannequins. 
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Figure 5.27.  The echograms comparison of setting 1d to setting 5 for receiver positions 17 and 25. 

5.10 Observation of Differences Due to Floor Material 

A final observation (setting 9) was used and compared with setting 7 to assess the impact 

of floor material. In the real world, carpet has a significant role in the room absorption 

and is commonly used to control room reverberation. Measurements were done only at 6 

positions. Section 5.7 also provided evidence that without carpeting the parameters are 

significantly different for measurements with different source orientation.  

Result from the statistical analysis (Table 5.12) and the listening test (Table 5.13) 

both show that measurements with and without carpet do create differences in the 

parameter values. 
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Table 5.12.  Comparison of setting 9c (praying, standing without carpet) to setting 7c (praying, 
standing with carpet). 

 
Parameter t-statistic p-observed t-critical Conclusion 

RASTI 3.777 0.0129 Reject H0
C50 4.996 0.0001 Reject H0
%ALcons -5.231 0.0000 

2.447 
df = 5 
α = 0.05 Reject H0

 

Table 5.13.  Result on the listening test from 12 listeners comparing settings 7c and 9c.  

Comparison Receiver position Differences (%) Preferred Condition (%) 
Setting 7c-9c 1 83 7c ~ 60 % 9c ~ 40 % 
Setting 7c-9c 17 100 7c ~ 100 % 9c ~ 0 % 

 

The echograms (Fig. 5.28) also show some differences resulting from the carpeting.  
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Figure 5.28.  The echograms comparison of setting 7c to setting 9c for receiver positions 1 and 17. 

The intelligibility scores at six seats observed in Setting 7c, which is with carpet 

lining, showed that the carpet produced better intelligibility (see Figs 5.29 through 5.31). 

 - 105 -



0

0.1
0.2

0.3

0.4
0.5
0.6
0.7

0 4 8 12 16 20 24 28 32 36
Receiver Position

R
A

ST
I RASTI Setting 7a

RASTI Setting 9a

 
Figure 5.29.  RASTI for setting 7c and setting 9c. 
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Figure 5.30.  C50 for setting 7c and setting 9c. 
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Figure 5.31.  %ALcons for setting 7c and setting 9c. 
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CHAPTER 6  

CONCLUSION 
 

This research project involved the acoustical modeling and evaluation of a room 

with a domed ceiling structure, with special application to the Darussholah mosque in 

Jember (East Java), Indonesia. It was approached using analytical, numerical, and 

experimental (scale modelling) methods.  Since each method had its own scope and set of 

limitations, some conclusions could not be derived simultaneously from all three 

methods. Comparisons using results from computer models and physical scale models 

were not complete; neither one alone could be used as an ideal approach to the problem.  

The conclusions presented here thus result from one or more of the methods and 

correspond to the chief points of emphasis in this research. 

The central analyses corresponded to acoustical differences in the mosque due to 

variations in the ceiling structure. Observations of different shapes of domes were only 

made using computer modeling and an analytical approach. Different shapes of domes 

and ring structure configurations beneath the domes did not create significant differences 

in the speech quality inside the prayer hall of the mosque. This was likely due to the 

small geometrical proportion of the dome relative to the larger coupled rectangular room 

below it. Several physical conditions of a dome should be considered to determine 

whether it would produce significant effects in the coupled room. 

In the case where the dome diameter is kept the same as the dome in the actual 

mosque (12.3 m), the chief geometrical variation is associated with the height of the 

dome. The higher the domed ceiling is from the prayer hall, the less the sound intensity 
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from reflections of the dome will cover the prayer hall. Some degree of reflected sound 

intensity might be needed to provide sufficient acoustical support in the hall.  

Little in the way of focusing effects was observed in the modeled prayer hall, even 

underneath the dome. This was apparently because the base of the dome was high enough 

that the focusing actually occurred at points higher than the heights of the receivers 

(listener ears both in seated and standing positions). Accordingly, it did not affect speech 

quality appreciably. The research suggested that the greater the height of the receiver, the 

greater the effect the domed ceiling would produce. Prayer in mosques combines several 

movements and positions by participants. However, in this research, all positions were 

low enough in height that they were not strongly affected by the presence of the domed 

ceilings. In reality, worshipper activities are not only standing and sitting. However, it 

can still be concluded from the results of this work that speech clarity and intelligibility 

will generally be the same for all worshipper positions. 

Source (Imam) orientation had significant impact on the results from the scale 

model. (Parameter mappings produced by the computer models did not show such 

significant differences.)  It was apparent that for preaching, the speech quality was better 

because the source was facing the audience. Several conclusions can be reached, relative 

to this matter. First, while the mihrab did appear to play an important acoustical role in 

the mosque, there was a limitation of having reflected sounds coming toward the receiver 

when the source is facing the mihrab instead of the audience.  In this case, the distance 

for the sound to travel is longer and the direct-to-reverberant sound ratio was smaller.  

The mihrab also created a nonuniformity of sound reflections in the hall. 
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Absorptive materials were found to be very important factors for producing good 

speech intelligibility inside the room. Applying BASWAphonTM for the dome material in 

the computer models did affect the results significantly. Carpeting in the scale model also 

produced notable changes. In both cases, these absorptive materials produced better 

speech intelligibility.  In a mosque, particularly with a domed ceiling, it is important to 

consider the dome material and other absorptive materials that might be inserted in the 

prayer hall. 

A geometrical representation of a hemispherical dome was made by a series of flat 

plane surfaces in the computer models. The disadvantage of this approach was that the 

model might fail to produce accurate results from the simulations due to an insufficient 

number of planes. In this research it was shown that after a certain number, the larger the 

number of planes demanded longer computation time, but without producing a significant 

benefit. Meanwhile, in the scale modeling technique, the spherical dome had a smooth 

concave surface, which more closely represented the dome in the actual mosque. 

Measurement positions underneath the dome in the scale model may therefore have 

produced better results than in the computer model. 

The results of the speech parameters and auralization listening test produced by 

both, the computer and scale modeling measurements provide a general prediction that 

the speech intelligibility and clarity inside the actual mosque would be good toward the 

front hall and beneath the dome. The presence of the dome does not significantly create 

speech intelligibility problems. Poor intelligibility would happen toward the back of the 

hall due to insufficient sound energy.  
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Additional points related to this research should be investigated in the future. The 

geometrical proportion of a domed ceiling relative to the room coupled to it should be a 

primary consideration in the room design process. For any room under consideration, this 

should be studied carefully in order to predict the impact of the dome on the acoustics of 

the room. The mihrab could be claimed to be a very important element inside the 

mosque, since in prayers it is the first boundary encountered by the strong direct sound 

and it becomes something of a sound projector. Therefore, further investigation and 

exploration of this element is needed, particularly a study of the materials used in its 

construction, its geometrical properties, and its acoustical relationship to the Qibla’ wall.  

An approach that involves both computer modeling and scale modeling should be 

available in such a study. Algorithms designed to measure impulse responses and 

calculate acoustical parameters need to be compared and verified between numerical and 

experimental research methods. However, in order for this verification to take place, 

computer modeling packages need to become more transparent and detailed in their 

description of coded algorithms.   

In order to specifically study the effects of different domed ceiling configurations 

on the acoustical performances in rooms, larger variations of models are needed. The 

domed ceiling configurations should involve significantly different shapes, heights, and 

diameters. In this research, these parameters were only explored to an extent.  Different 

dome diameters were not addressed at all. Computer modeling techniques might be the 

most appropriate approach to conduct this kind of study. 

Source positions in this research were based on practical mosque functions. As a 

result, a detailed study of focusing effects was not carried out. A detailed study of the 
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focusing effect created by the domed ceiling could be performed by placing the source 

underneath the dome during the measurements and changing the source and receiver 

elevations. 
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APPENDIX A 

 

All the MATLAB® codes in Appendix-A were used to generate the impulse 

responses and calculated the speech parameters (C50, % Alcons, and RASTI). 

 

1. Function to Compute Batch Files of the Wave Files 

function X=Namer(ON,NS,NF) 
  
%   This function accept the name you want to use and automatically produces 
%   an array that contains the name with a number incremented for use in 
%   making names for variables in other prgrams.  Written by Ryan Chester, October, 2004) 
Explanation: 
% 
%           X=Namer(ON,NS,NF)    
% 
%   ON is the overal name used in the naming process, NS is the first number 
%   and NF is the last number of names to have a numerical ending added to  
%   the name of the file.  Both are required imputs and would be entered like  
%   this: 
%        
%       X=Namer('name',3,45); 
% 
%   to get an aray of names name003 to name045 stored in the aray X  
% 
%   NOTE: the bigest number this program works for is 999.  Feel free to 
%   alter it to make it bigger, the code is pretty simple.  
m=1; 
for n=NS:NF 
    if n<10 
        X(m,:)=[ON '00' int2str(n)]; 
    elseif n<100 
        X(m,:)=[ON '0' int2str(n)]; 
    elseif n<1000 
        X(m,:)=[ON int2str(n)]; 
    end 
    m=m+1; 
end 
 
2. Impulse Response Scaling 

% This code is to scale the sampling frequency of the impulse responses from the scale model 
measurements to the actual building measurement (1:12 scale model). 
% written Jan 12, 2005. 
clear;  close all; 
dir=input('Enter The directory where the data can be found\n ’); 
namfile=input('Enter the name of file\n         '); 
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q=input('Enter the first number you want for the names\n          '); 
n=input('Enter the last number you want for the names\n          '); 
namfolder=Namer([namfile],q,n); 
namwav=input('Enter the name you would like your new wave file to have\n          '); 
namwavF=Namer(namwav,q,n); 
mkdir('Scaled\') 
for  m=q:n 

[A,FS,NBITS]=wavread([dir namfile int2str(m) '.wav']); 
figure 
B=0:1/FS:length(A)/FS; 
plot(B(1:length(A)),A,'-r') 
FS=FS/12;  
NBITS=16 
figure 
C=0:1/FS:length(A)/FS; 
plot(C(1:length(A)),A,'b-') 
wavwrite(A,FS,NBITS,['Scaled\' namwavF(m,:) '.wav']) 

end 
 
3. Octave Band Filter and Air Absorption Compensation 
 
This code is to filter the whole impulse responses into five octave bands of interest 
(250Hz, 500Hz, 1000Hz, 2000Hz, and 4000Hz octave bands). After they were filtered, 
applying the air absorption compensation for impulse responses in each octave bands 
modified the impulse responses.  
 
function [B,A] = octdsgn(Fc,Fs,N); %found in the internet January, 2005. 
% OCTDSGN  Design of an octave filter. 
%    [B,A] = OCTDSGN(Fc,Fs,N) designs a digital octave filter with  
%    center frequency Fc for sampling frequency Fs.  
%    The filter are designed according to the Order-N specification  
%    of the ANSI S1.1-1986 standard. Default value for N is 3.  
%    Warning: for meaningful design results, center values used 
%    should preferably be in range Fs/200 < Fc < Fs/5. 
%    Usage of the filter: Y = FILTER(B,A,X).  
% Author: Christophe Couvreur, Faculte Polytechnique de Mons (Belgium) 
%         couvreur@thor.fpms.ac.be 
% Last modification: Aug. 22, 1997, 9:00pm. 
% References:  
%    [1] ANSI S1.1-1986 (ASA 65-1986): Specifications for 
%        Octave-Band and Fractional-Octave-Band Analog and 
%        Digital Filters, 1993. 
  
if (nargin > 3) | (nargin < 2) 
  error('Invalide number of arguments.'); 
end 
if (nargin == 2) 
  N = 3;  
end 
if (Fc > 0.70*(Fs/2)) 
  error('Design not possible. Check frequencies.'); 
end 
pi = 3.14159265358979; 
beta = pi/2/N/sin(pi/2/N);  
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alpha = (1+sqrt(1+8*beta^2))/4/beta; 
W1 = Fc/(Fs/2)*sqrt(1/2)/alpha;  
W2 = Fc/(Fs/2)*sqrt(2)*alpha; 
[B,A] = butter(N,[W1,W2]);  
 
clear; close all; 
%This is the same code as filteroctdsgn, only it is using the scaled impulse 
%responses.  Author : Sentagi S. Utami, Jan 26,2005. 
%last modified February 3, 2005. 
dir=input('Enter the directory where the data can be found\n'); 
namfold=input('Enter the name of the old wave file without the numbers that distinguish them\n'); 
q=input('Enter the first number you want for the names\n'); 
n=input('Enter the last number you want for the names\n'); 
namwaver=Namer([namfold],q,n); 
namwave=input ('Enter the filename for the filtered wave file\n   '); 
namwaver1=Namer([namwave],q,n); 
fprintf('Working, Lets just see how fast this goes\n'); 
mkdir ('filtercomp\'); 
  
% the air absorption compensation (see Pages 86-90) in this code was applied only for 500Hz, 
1000Hz, and 2000Hz octave bands.   
To=293.1;  
TairC=[To,27+To];  %Temperature while running the measurement in the scale model 
RH=[30,48];  % RH = Relative Humidity  
IFreq=[500,1000,2000,6000,12000,24000]; 
airab5=air(RH(2),TairC(2),IFreq(4)); 
airab1=air(RH(2),TairC(2),IFreq(5)); 
airab2=air(RH(2),TairC(2),IFreq(6)); 
airref5=air(RH(1),TairC(1),IFreq(1)); 
airref1=air(RH(1),TairC(1),IFreq(2)); 
airref2=air(RH(1),TairC(1),IFreq(3)); 
cm=343.2*sqrt(TairC(2)/To); 
cref=343.2; 
comp5=airab5*cm-12*airref5*cref; 
comp1=airab1*cm-12*airref1*cref; 
comp2=airab2*cm-12*airref2*cref; 
x=[2.51,13.31,17.92,24.11,26.93,12.26,4.72,8.38,14.26,11.11,8.69,7.71,15.53,13.9,22.4,20.53,19
.33,18.91,25.4,24.44]; % distance of the receivers to the source 
for m=q:n 
    [data,FS,NBITS]=wavread([dir namwaver(m,:) '.wav']); 
    compensate5=12^(comp5*(x(m)/cm)/20); 
    compensate1=12^(comp1*(x(m)/cm)/20);     
    compensate2=12^(comp2*(x(m)/cm)/20);  
    [B250,A250]=octdsgn(250,FS); 
    [B500,A500]=octdsgn(500,FS);            
    [B1000,A1000]=octdsgn(1000,FS);                 
    [B2000,A2000]=octdsgn(2000,FS); 
    [B4000,A4000]=octdsgn(4000,FS);         
%   for 250Hz octave band   
    wavdata=filter(B250,A250,data);   
    wavwrite(wavdata,FS,NBITS,['filtercomp\' namwaver1(m,:) '_250Hz' '.wav']); 
%   for 500Hz octave band   
    wavdata=filter(B500,A500,data); 
    wavdata=wavdata*compensate5; 
    wavwrite(wavdata,FS,NBITS,['filtercomp\' namwaver1(m,:) '_500Hz' '.wav']); 
%   for 1000Hz octave band   
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    wavdata=filter(B1000,A1000,data);   
    wavdata=wavdata*compensate1; 
    wavwrite(wavdata,FS,NBITS,['filtercomp\' namwaver1(m,:) '_1000Hz' '.wav']); 
%   for 2000Hz octave band       
    wavdata=filter(B2000,A2000,data); 
    wavdata=wavdata*compensate2; 
    wavwrite(wavdata,FS,NBITS,['filtercomp\' namwaver1(m,:) '_2000Hz' '.wav']); 
%   for 4000Hz octave band   
    wavdata=filter(B4000,A4000,data); 
    wavwrite(wavdata,FS,NBITS,['filtercomp\' namwaver1(m,:) '_4000Hz' '.wav']); 
     
end 
 
4. Impulse Response with Air Absorption Compensation 
 
For auralization in the listening test, a new impulse responses was used, which covered 
five octave bands of interest as mentioned above.  
  
clear; close all; 
%The wave files were accessed using the same batch code as above. The wave files used in the 
%code below were already compensated due to the air absorption. Author : Sentagi S. Utami, 
%written : February 10, 2005. 
  
for m=q:n 
    [wavdata25,FS,NBITS]=wavread([dir namwaver(m-q+1,:) '_250Hz' '.wav']); 
    [wavdata5,FS,NBITS]=wavread([dir namwaver(m-q+1,:) '_500Hz' '.wav']);    
    [wavdata1,FS,NBITS]=wavread([dir namwaver(m-q+1,:) '_1000Hz' '.wav']);     
    [wavdata2,FS,NBITS]=wavread([dir namwaver(m-q+1,:) '_2000Hz' '.wav']);     
    [wavdata4,FS,NBITS]=wavread([dir namwaver(m-q+1,:) '_4000Hz' '.wav']);        
    wavdataall=wavdata25+wavdata5+wavdata1+wavdata2+wavdata4; 
  
    figure 
    B=0:1/FS:length(wavdataall)/FS; 
    plot(B(1:length(wavdataall)),wavdataall,'-r')  
    wavwrite(wavdataall,FS,NBITS,['newimpulse\' namwaver(m-q+1,:) '.wav']); 
end 
 
5. Calculation for C50, % Alcons, and RASTI 
 
% The wave files have already gone through a certain process in order to meet the needs. 
function C_50=C50(wavdata,time) 
num=0;      %num is numerator 
denom=0;    %denom is denominator 
for b=1:length(wavdata) 
    if time(b)<=.05 
       num=num+(wavdata(b))^2;   
   end 
   if time(b)>=.05 
        denom=denom+(wavdata(b))^2; 
   end 
end 
C_50=10*log10(num/denom); 
 
clear;  close all; 
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% this is a batch code to plot the wavfile and calculate C50 at 1000Hz 
% octave bands for a whole set measurement 
global FS 
dir=input('Enter the directory where the data can be found\n         '); 
namwave=input('Enter the name of file\n         '); 
q=input('Enter the first number you want for the names\n          '); 
n=input('Enter the last number you want for the names\n          '); 
namwaver=Namer([namwave],q,n); 
fprintf('Sit back and wait, this could take a while\n'); 
for    m=q:n      
    [wavdata1,FS,NBITS]=wavread([dir namwaver(m-q+1,:) '_1000Hz' '.wav']); 
%     B=0:1/FS:length(wavdata1)/FS; 
%     figure 
%     plot(B(1:length(wavdata1)),wavdata1,'--b') 
     
    time=(0:(length(wavdata1)-1))/FS; 
    b=1:length(wavdata1); 
    C_50(m)=C50(wavdata1,time(b)); 
    all=sprintf('C50=%.3g\n',C_50(m)); 
    fprintf(all); 
end 
 
clear;  close all; 
% this is a batch code to calculate %Alcons at 1000Hz and RASTI 
% octave bands for a whole set measurement 
global FS 
dir=input('Enter the directory where the data can be found\n          '); 
namwave=input('Enter the name of file\n         '); 
q=input('Enter the first number you want for the names\n          '); 
n=input('Enter the last number you want for the names\n          '); 
namwaver=Namer([namwave],q,n); 
fprintf('Sit back and wait, this could take a while\n'); 
x=[2.51,13.31,17.92,24.11,26.93,12.26,4.72,8.38,14.26,11.11,8.69,7.71,15.53,13.9,22.4,20.53,19
.33,18.91,25.4,24.44]; 
V=[6486.06, 6485.69, 6688.73]; 
for    m=q:n      
    [wavdata1,FS,NBITS]=wavread([dir namwaver(m-q+1,:) '_1000Hz' '.wav']); 
    RT601000=RT60calc(wavdata1);  
    alcons=200*(x(m))^2*(RT601000/1000)^2/V(2);    
    all=sprintf('alcons=%.3g\n',alcons); 
    fprintf(all); 
end 
 
Function for Reverberation Time  
 
function T30=RT60calc(data) 
  
%Code for calculating RT60 using Schroeder integration 
%Impulse responses are .wav files 
%after many tries...finished July 21, 2004, by Sarah Rollins 
%plot of integrated impulse response checked against 
%plot from 't60.m', found on the Matlab website, by Micah Shepherd 
%written by Christopher Brown, cbrown@phi.luc.edu 
%modified as a function in the RASTI Jan 26, 2005. 
global FS 
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for n=1:length(data) 
    if data(n) == 0 
        data(n)=.0000001; %avoid 'log of zero' warning 
    end     
end 
dt=1/FS/1000; %delta t in ms 
endtime=length(data); 
data=data(1:endtime); 
impdata=data.^2; 
tms=(1:endtime)/16; 
schrint(endtime:-1:1)=cumsum(impdata(endtime:-1:1)); 
pschr=10*log10(schrint./max(abs(schrint)));%+.9*max(plsqimp); 
last4th=round(.5*length(pschr)); 
dh=15; 
%Determine an approximation for the end of the linear part of the Schroeder curve 
for h=last4th:dh:length(pschr) 
    temp(h)=abs(pschr(h)-pschr(h-dh)); 
    if temp(h) > abs(pschr(last4th)-(pschr(last4th-dh)))+.03 
        ends=h; 
        break; 
    else 
        ends=length(pschr); 
    end 
end 
%Calculate the T60 from Schroeder curve between 5 dB down and 35 dB down 
%unless the decay range is too small, then use 5 dB down to 25 dB down 
%**REF: ISO 3382:1997(E), pp 9,14** 
dBdown5=max(pschr)-5;  
dBdown35=max(pschr)-35; 
dBdown25=max(pschr)-25; 
if pschr(ends)>dBdown35 
    dBdown=dBdown25; 
else 
    dBdown=dBdown35; 
end 
%Find the 5 dB down point 
for k=1:length(pschr)/10     
    if pschr(k)==dBdown5 
        fivedB=k;  
        break; 
    else 
        dif5(k)=abs(pschr(k)-dBdown5);         
    end 
end 
%Find the 35 or 25 dB down point 
n=1; 
dift5=10*ones(1,length(pschr)); 
% for m=1:length(pschr) 
for m=round(.5*length(pschr)):length(pschr); 
    if pschr(m)==dBdown 
        tfivedB=m; 
        break; 
    else 
        dift5(m)=abs(pschr(m)-dBdown);  
    end 
    n=n+1; 
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end 
fivedB=find(dif5==min(dif5)); 
tfivedB=max(find(dift5==min(dift5))); 
%Calculate T60 from Schroeder integration curve 
%Find a and b for the least squares regression line 
x=tms(fivedB:tfivedB);%(2400:4800); 
y=pschr(fivedB:tfivedB);%(2400:4800); 
% x=1:20; 
% y=20:-1:1; 
N=length(x);%different N from index 'n' above 
a=(mean(y)*sum(x.^2)-mean(x)*sum(x.*y))/(sum(x.^2)-N*mean(x)^2); 
b=(sum(x.*y)-N*mean(x)*mean(y))/(sum(x.^2)-N*mean(x)^2); 
regline=a+b*x; 
T30=(max(pschr)-60-a)/b; 
 
Function for RASTI 
 
function RASTI=RASTI2(RT60500,RT602000) 
  
RT60500=RT60500/1000; 
RT602000=RT602000/1000; 
%code to compute the Rapid Speech Transmission Index (RASTI) 
%from measured impulse responses in 2 octave bands, 500-Hz octave band, and 
%2000-Hz octave band. 
%Using equations from Houtgast '85(p1072) and Schroeder '81(p179-180) 
  
omega1=2*pi*[ 1.0, 2.0, 4.0, 8.0 ]; 
%modulation freq for the 500-Hz octave band  
omega2=2*pi*[ 0.7, 1.4, 2.8, 5.6, 11.2 ]; 
%modulation freq for the 2000-Hz octave band 
S=input('Enter value for the signal output\n    '); 
N=input('Enter value for ambient noise level modeled\n      '); 
for k=1:4 
    mtf5=(1/sqrt(1+(omega1(k)*RT60500/13.8).^2))*(1/(1+10^((-S/N)/10))); 
    SNapp5(k)=10*log10(mtf5/(1-mtf5)); 
    if SNapp5(k) > 15 
        SNapp5(k)=15; 
    elseif SNapp5(k) < -15 
        SNapp5(k)=-15; 
    end 
end 
for j=1:5 
    mtf2=(1/sqrt(1+(omega2(k)*RT602000/13.8)^2))*(1/(1+10^((-S/N)/10))); 
    SNapp2(j)=10*log10(mtf2/(1-mtf2)); 
    if SNapp2(j) > 15 
        SNapp2(j)=15; 
    elseif SNapp2(j) < -15 
        SNapp2(j)=-15; 
    end 
end 
SNappmean=mean([SNapp5,SNapp2]) 
%Step 5: Conversion to STI 
RASTI=(SNappmean+15)/30; 
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APPENDIX B 

 
Questionnaire for Auralization Test in the Scale Model  

 
Please listen to different male voices as pointed in each question in order to give the 
answer. Choose an appropriate answer (based on what you hear). 
 
1. Please listen to male voice 1a and 1b, and compare these voices. 

Do you hear any difference between these voices?   □ Yes  □ No  
If yes, which one do you think sounds better?  □ 1a  □ 1b 
 

2. Please listen to male voice 2a and 2b, and compare these voices. 
Do you hear any difference between these voices?  □ Yes  □ No  
If yes, which one do you think sounds better?  □ 2a  □ 2b  
 

3. Please listen to male voice 3a and 3b, and compare these voices. 
Do you hear any difference between these voices?  □ Yes  □ No  
If yes, which one do you think sounds better?  □ 3a  □ 3b  
 

4. Please listen to male voice 4a and 4b, and compare these voices. 
Do you hear any difference between these voices? □ Yes  □ No 
If yes, which one do you think sounds better?  □ 4a  □ 4b  
 

5. Please listen to male voice 6a and 6b, and compare these voices. 
Do you hear any difference between these voices? □ Yes  □ No 
If yes, which one do you think sounds better?  □ 6a  □ 6b  
 

6. Please listen to male voice 1a, 3a and 5, and compare these voices. 
Do you hear any difference between these voices? □ Yes  □ No 
If yes, which one do you think has the best intelligibility? 
o 1a 
o 3a 
o 5 
 

7. Please listen to male voice 2a, 4a and 6a, compare these voices. 
Do you hear any difference between these voices? □ Yes  □ No 
If yes, which one do you think has the best intelligibility? 
o 2a 
o 4a 
o 6a 
 

8. Please listen to male voice 1a and 7, compare these voices. 
Do you hear any difference between these voices? □ Yes  □ No 
If yes, which one do you think sounds better?  □ 1a  □ 7 
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9. Please listen to male voice 2a and 8, compare these voices. 
Do you hear any difference between these voices? □ Yes  □ No 
If yes, which one do you think sounds better?  □ 2a  □ 8 
 

10. Please listen to male voice 5 and 9, compare these voices. 
Do you hear any difference between these voices? □ Yes  □ No 
If yes, which one do you think sounds better?  □ 5  □ 9 
 

11. Please listen to male voice 6a and 10, compare these voices. 
Do you hear any difference between these voices? □ Yes  □ No 
If yes, which one do you think sounds better?  □ 6a  □ 10 
 

12. Please listen to male voice 1a and 11, compare these voices. 
Do you hear any difference between these voices? □ Yes  □ No 
If yes, which one do you think sounds better?  □ 1a  □ 11 
 

13. Please listen to male voice 2a and 12, compare these voices. 
Do you hear any difference between these voices? □ Yes  □ No 
If yes, which one do you think sounds better?  □ 2a  □ 12 
 

 
Thankyou!!! 
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